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Abstract—With the current developments in technology, not 

only has digital media become widely available, the editing and 

manipulation of digital media has become equally available to 

everyone without any prior experience. The need for detecting 

manipulated images has grown immensely as it can now cause 

false information in news media, forensics, and daily life of 

common users. In this work, a cascaded approach DMobile-ELA 

is presented to ensure an image’s credibility and that the data it 

contains has not been compromised. DMobile-ELA integrates 

Error Level Analysis and MobileNet-based classification for 

tampering detection. It was able to achieve promising results 

compared to the state of the art on CASIAv2.0 dataset. DMobile-

ELA has successfully reached a training accuracy of 99.79% and 

a validation accuracy of 98.48% in detecting image manipulation. 

Keywords—Tampering detection; MobileNet; error level 

analysis; CASIAv2.0 

I. INTRODUCTION 

Digital imaging use has recently prevailed in various 
domains, starting from social networks [1], through medical 
diagnostics [2] till reaching its use as digital forensics court 
evidence [3]. Coupled with its use in different critical fields, 
technology advancements has led to the ease of digital image 
manipulation and forgery[4]. 

Image tampering and forgery include a wide range of types 
such as copy-move, splicing, retouching and image morphing 
[5]. Copy-move forgery includes copying a piece of the same 
picture and moving it to cover another part of the image, while 
splicing involves copying a part of an image to place it in 
another image. Retouching often involves changes in shape, 
color and texture of image parts to improve its visual and 
technical quality, whereas image morphing perform images 
interpolation to create an image blend. Recently, Generative 
Adversial Networks (GANs) made it possible to create full 
face fake images and media using DeepFake technology[6]. 

The wide availability of editing and enhancement tools 
may encourage the malicious use of such tools in criminal 
acts. Such possibility raises public concern and demand for 
verifying the originality of the images. Hence, effective 
approaches are required for detecting image forgery [7]. 
Forgery detection revolves around the recognition of image 
manipulation and authenticity validation. Active techniques 
such as digital signatures and watermarking can be used, in 
addition to passive detection techniques [7]. 

In this study, a passive forgery detection approach 
DMobile-ELA is proposed to automatically detect copy-move 
and splicing image edits with high accuracy. A dilated 

modified MobileNet architecture is presented to determine 
whether an image is authentic or tampered. Error Level 
Analysis (ELA) is used to preprocess the investigated image at 
different compression levels before being input to the Dilated-
MobileNet. The proposed approach has the advantages of 
encompassing a light weight architecture suitable for mobile 
device use. Also, the atrous modification allows the network 
to capture larger spatial context; which increases its ability to 
reconstruct more complex edge structures. In addition, the 
adopted ELA preprocessing enables the detection of the 
tampered areas easily, due their characteristic aspects in the 
ELA representation. 

This paper is organized as follows: a background on deep 
learning is given in Section II covering two of the most 
popular architectures VGG16 and ResNet-50 to allow further 
comparison. In Section III , a briefing on the related studies 
will be provided before presenting DMobile-ELA forgery 
detection system in Section IV. The experimental setup and 
results will be discussed in Section V. Finally, the conclusions 
will be drawn in Section VI. 

II. BACKGROUND 

A. Deep Neural Network 

Deep learning or Deep neural network (DNN) belongs to 
the class of machine learning, which models high level 
abstractions in the data with multiple nonlinear 
transformations [8]. DNN is a subclass of neural networks 
requiring large volumes of data to increase the efficiency of 
the training processes. The term “deep” also known as 
hierarchical learning represents the large number of multiple 
hidden layers, which includes nonlinear processing units for 
the purpose of conversion and automatic feature extraction 
[8]. 

1) Convolution neural networks: Convolution Neural 

Networks (CNNs) can extract automatic discriminative 

features which have some invariance properties (e.g. 

translation invariance) [9]. It consists of three main layers 

which are convolution layers, pooling layers and fully 

connected layers [8]. 
The early convolution layers of the architecture are used 

for extracting local low-level features from the raw input 
while the deeper convolution layers of CNN are used for 
combining features together to generate global high-level 
features. The pooling layers are used to down sample the 
dimensionality of the extracted feature. The fully connected 
layers form an ANN network where each neuron in the 
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previous layer is connected to all the neurons in the current 
layer. The total number of fully connected neurons in the final 
layer determines the number of classes [8]. 

The advantages of CNNs include that they are well suited 
for end-to-end learning that generates automatic features from 
the raw data without any a priori feature selection. Moreover, 
CNNs scale well to large datasets. The disadvantages of CNNs 
include the large amount of training data, the long training 
time compared to simpler models, and the large number of 
hyper parameters to be learned.  Two of the most famous 
CNN are VGG-16 [10] and ResNet-50 [11], which will be 
described briefly below. 

a) Visual graphic group net (VGG Net) model: This net 

was developed by the technicians at the Visual Graphics 

Group from the Oxford and is in pyramid shape. The model 

consists of the bottom layers which are wide and the top layers 

are deep. There are two versions of VGG which are VGG-16 

and VGG-19. VGG-16 is a combination 13 convolutional 

layers and Three fully connected layers as shown in . The 

VGG-19 is a much deeper network with 16 convolutional 

layers and three fully connected layers.  

b)  depicts VGG16 layered architecture. 

 

Fig. 1. VGG16 layered architecture. 

c) ResNet model: It is a type of deep network based on 

residual learning. There are different versions of ResNet 

which are ResNet-18, ResNet-34, ResNet-50, ResNet-101 and 

ResNet-152. All of them have the same building units or 

residual blocks and formed by stacking the building residual 

blocks over each other. Any ResNet starts with block has a 

structure as shown in The residual blocks; are divided into two 

types which are Identity shortcut and Projection shortcut. The 

first block shown in Fig. 2  is the  identity shortcut bottleneck 

block which is composed of a sequence of convolution layers 

of kernel size (1 × 1) and stride = 1 connected to a convolution 

layer with kernel (3 × 3) and stride = 1 followed by a 

convolution layer followed by kernel (1 × 1) and stride = 2. 

This block is used when the input and output of feature map 

are the same. The other block shown in Fig. 2 is the projection 

shortcut bottleneck block which has the same sequence of 

layers with a newly added convolution layer in the projection 

shortcut which has a kernel size of (1 × 1) with stride = 2. It is 

applied when shortcuts go across the feature map of two sizes. 

In the two blocks all the convolution layers are followed by 

batch normalization and RELU activation function. The 

difference between different ResNet versions are the number 

of stacked residual blocks. For example, ResNet-50 which has 

16 residual blocks and ends with fully connected layer as 

shown in Fig. 2. 

III. RELATED WORK 

Due to the recent advancements in computer vision and the 
growing need for forgery detection, resources for targeted 
algorithms are vastly diverse in their approaches and practices. 

Originally, the leading method in identifying tampered and 
non-tampered images was Support Vector Machine (SVM), as 
seen in [12], [13] and [14]. Shen et al. [12] were able to 
achieve quite high accuracies using the datasets CASIAv1.0 
and CASIAv2.0 reaching 98% and 97% respectively. TF-
GLCM method was proposed, which combines textural 
features extraction with grey level co-occurrence matrices. 
This method was directed at spliced images in particular. They 
used calculated textural features as components in feature 
vectors in order to recognize genuine and spliced images 
employing SVM as the classifier. 

Similarly, Han et al. [13] used SVM to classify spliced 
images but after extracting features using the Markov method. 
They presented three types of Markov feature vectors and 
achieved accuracies up to 97.86% for CASIA v1 and 97.33% 
for CASIA v2 even with a small range of features. 

Recent approaches are now leaning towards more complex 
neural network architectures, especially the ones to be able to 
detect more than one type of tampering rather than only 
splicing which was previously the case. One prominent study 
by Rao et al. [17] introduces a new CNN designated for the 
detection of copy-move and splicing forgeries. It utilizes high-
pass filters to calculate residual maps in a special rich model 
(SRM) to capture any subtle pattern that is produced when 
image manipulation happens. The used CNN extract features 
from the test images, and a feature fusion method is then 
applied to acquire the final key features that are fed to SVM 
for classification. This method was able to achieve 98.04% for 
CASIA v1 and 97.83% for CASIA v2. 

An interesting approach was presented by Sudiatmika et 
al. [5] , who utilized the idea of error-level analysis (ELA) in 
conjunction with CNNs to create a more universal tool for 
detecting various types of forgery. Sudiatmika proposed 
normalizing the images before pursuing ELA calculation and 
feeding the resulting images to a VGG16 network. Sudiatmika 
et al. reached 92.2% accuracy on CASIA v2.0. 

Kuznetsov [18] took a slightly different tactic in detecting 
forgeries using VGG network. The adopted method did not 
use the entire image for classification but rather small patches 
that are identified by either being forged on original 
expanding the training pool. He used a sliding window method 
to analyse each fragment of the image regarding its 
authenticity. This approach achieved very good results 
reaching 97.8% accuracy, 97.1% precision and 96.8% recall. 
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Fig. 2. ResNet layered architecture. 

A modified ResNet architecture was used by Nath and 
Naskar [19] to automatically extract features, followed by a 
dense Artificial Neural network (ANN) for classification. The 
yielded results that exceeded 96% on sampled CASIA v2.0 to 
balance the classes. 

Ding et al. [20] proposed a dual channel U-Net (DCU-
Net), which accepts two inputs- the original tampered image 
and the residual tampered image. The residual image is 
generated by high pass filters to obtain the edges. The 
experimental results were shown on Casia2.0 and Columbia 
datasets, where the accuracy reached 97.93% and 97.27 % 
respectively. 

The related work presents studies that either use traditional 
learning or deep learning approaches. With the increasing 
volumes of media and the advancements of editing 
technologies, traditional models will not provide adequate 
solution to the problem [21]. On the other hand, the used deep 
learning architectures are computationally intensive reducing 
their applicability on mobile real time applications [22]. In 
addition, further performance enhancement is needed to 
handle the problem. 

IV. DMOBILE-ELA PROPOSED MODEL 

A cascaded model is proposed to analyze whether images 
are tampered or authentic. The flow of the process model is 
shown in Fig. 3. The images are preprocessed applying ELA, 
then passed to a Dilated Mobile Net for classification. 

A. Error Level Analysis 

Error Level Analysis (ELA) is a concept that measures and 
visualizes the difference between an image and a re-
compressed version of the same image which emphasizes 
certain parts that have been altered during previous edits. ELA 
measures the amount of error based on 8x8, relying on two 
main conditions applicable to JPEG images: 

 A JPEG is said to be original if all 8x8 blocks have a 
similar error pattern. Therefore, the 8x8 pixel block can 
be said to have attained local minima. 

 A JPEG is said to be manipulated if any 8x8 block has 
a higher error pattern and an 8x8 pixel block is not at 
its local minima. 

In general, the computation of Error Level Images (ELIs ) 
follows the formulation in Eq (1).... 

Io - Irc1 = ELI1 

Io - Irc2 = ELI2           (1) 

Io - Irc3 = ELI3 

where Io denote the original image and Irc1 represent a 
recompressed image at a given rate of compression. ELI is 
generated through pixel-wise difference of the two images. 

The resultant ELI conveys the different quality levels 
within an image through varying intensities. For example if 
the image is forged, the added regions will be compressed at a 
different rate than the remaining original image. Such 
variation will be reflected through a distinct error pattern as 
the forged regions will be quantized through a non-linear ratio. 
Thus, can be used to localize the tampered areas. In this study, 
three different levels of image compression were examined, 
namely 10%, 50%, and 90% compression. 

Fig. 3 depicts the localized error pattern of the spliced 
person, when applying three level of compression. The images 
clarify the potential of ELA in locating tampered regions. As 
can be seen from Fig. 3, higher compression rates better 
localize the tampered region. A difference Error Level Image 
(ELI) is produced between compression rates 50% and 90% to 
eliminate details and detect changes. The resultant image is 
shown in Fig. 4. The difference image is input to the Dilated-
Mobile Net. 
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Fig. 3. ELIs at different compression rates (a) 10%, (b) 50% and (c) 90% 

emphasizing the spliced person (marked in red). 

 

Fig. 4. Difference image generation from the available ELIs. 

B. Multiscale Dilated-MobileNet 

A dilated or atrous MobileNet deep learning architecture is 
developed for classifying images into authentic and tampered. 
A detailed description of the architecture will be given below. 

1) Multiscale dilation : Multiple dilated filters are applied 

to the input differece ELI. The aim of applying filters with 

various dilation rates is to increase the receptive field of the 

filters. Expansion of the receptive field help in considering all 

the relevant regions in an image and and capturing all 

important information [23]. 
The dilation process inserts zeros depending on the 

dilation rate, hence increasing the receptive field of the filter 
while maintaining the number of parameters to be learnt. For 
example, with a dilation rate of 2 the receptive field of 3x3 
filter is expanded to 5x5 convolution. Similarly, a dilation rate 
of three enlarges the filter to 7x7. The output of the multiscale 
dilation convolution is concatenated and input the first layer of 

of the MobileNet. 

2) Light weight convolution : MobileNet is a light weight 

architecture known for its applicability on mobile devices 

[24]. It is characterized by fewer parameters, small 

convolution filters 3x3 and hence lower computation demand 

compared to other CNN architectures. MobileNet architecture 

employ Depthwise Separable Convolution (DSConv) Layer 

(shown in Fig. 5) instead of the standard convolution layer. 
During depthwise separable convolution, each channel is 

convolved with each filter separately. The process is divided 
into depthwise convolution (3x3 depthwise convolution, batch 
normalization BN and RELU), followed by pointwise 
convolution (1x1 convolution, batch normalization BN and 
RELU). Splitting the convolution task into two steps speed up 

the computation task by a factor that reaches  
 

  
 
 

 
, where f 

is the filter (kernel) size assuming squared dimensions and n is 
the number of filters (corresponding output channels). In 
addition, DSConv helps maintain a shallower network than 
traditional CNNs with competitive accuracies. 

Despite the advantages of DSConv, the small sized 
convolution filters may reduce the goodness of the captured 
filters. Hence, the atrous filters with varying dilation rates 
offers a promising solution to this issue. 

3) Fully connected classification: A dense layer of fully 

connected neurons is utilized to produce the final 

classification of whether the investigated image is authentic or 

tampered. 
Overview of the network architecture is presented in Fig. 

6, depicting the multiscale dilation and DSConv layers. 

 

Fig. 5. Depthwise separable convolution layer structure. 

 

Fig. 6. Multiscale dilated MobileNet forgery classification on different ELI. 
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V. RESULTS AND DISCUSSION 

A briefing of the CASIAV2.0 dataset used in our 
experiments is given, followed by the performance measures 
applied to validate the performance of the proposed approach. 
The devised experimental setup is described for 
reproducibility of results. Then, the achieved results are 
presented and compared to recent forgery detection systems. 

A. Dataset Description 

CASIAv2.0.[25] dataset is used in the following 
experiments to validate the performance of DMobile-ELA. 
CASIAv2.0 is a benchmark dataset created by Dong et al. [25]  
at the Institute of Automation, the Chinese Academy of 
Sciences, with the purpose of aiding the research and 
development of image tampering detection methods. It 
contains 5123 tampered images and 7491 authentic images. 
Tampered images contain both copy-move and splicing 
altered images, at 3295 and 1828, respectively. This dataset is 
a successor of CASIAv1.0 which only included spliced 
images. Fig. 7 displays samples of authentic and tampered 
images from the dataset. 

 
Fig. 7. Sample authentic and tampered images from CASIAV2.0 dataset. 

B. Performance Measures 

Four performance measures are used to evaluate DMobile-
ELA and allow its comparison with recent studies. The used 
measures are Accuracy (Acc), Precision (P), Recall (R) and 
F1score.  The computation of these measures relies on the 
confusion matrix given in Fig. 8. 

  Predicted 

A
c
tu

a
l 

 Positive Negative 

Positive TP FN 

Negative FP TN 

Fig. 8. Confusion matrix outlining true positive (TP), false negative (FN), 

false positive (FP) and true negative (TN). 

The measures are calculated according to the following 
Eq. (2) to (5). 
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C. Experimental Setup 

The performance of DMobile-ELA is analyzed and 
compared to variable counterparts systematically. First, the 
performance of DMobileNet structure is contrasted to VGG16, 
ResNet-50 and MobileNet standard architectures. Also, the 
impact of transfer (pretrained on ImageNet [26]) learning or 
retraining from scratch is investigated. In addition, the effect 
of ELA on performance is elucidated through a comparison 
between models' performance with and without ELA. Finally, 
DMobile-ELA performance is compared against recent related 
studies. 

The resolution of input images was adapted to the largest 
quadratic value that the MobileNet network supported which 
was 224x224. The default settings we used for assessing each 
model are splitting into 80% training and 20% validation sets, 
running the training for 10 epochs, and using 0.0001 learning 
rate. The model utilized Adam-optimizer while maintaining a 
batch size of 16. 

D. DMobile-ELA Performance Results 

Forgery detection accuracy is measured for VGG16, 
ResNet-50, MobileNet and DMobileNet on the original image 
without ELA preprocessing. The results are shown in Fig. 9. 
Also, the performance of tuning pretrained models versus 
retraining of the models is tested. The results show that 
DMobile Net attains the highest accuracy, while VGG16 
scores the lowest accuracy. Another observation is that 
retraining is better suited to the problem under study, as there 
is an evident performance gap that reaches around 15% in case 
of ResNet-50. 

The accuracy of the models with ELA preprocessing is 
depicted in Fig. 10. From the shown accuracies, it can be seen 
that ELA aided the models to score higher accuracies than 
without ELA with differences ranging from 5% to7% in case 
of retrained models. For pre-trained ResNet-50, the 
improvement arrived at 13%. Retrained models still presents 
higher accuracies compared to pre-trained models. Overall, 
retrained DMobile-ELA records the highest accuracy of 
98.48%. The difference in accuracy between DMobileNet and 
MobileNet is around 3%, which is a considerable difference 
given that the number of parameter to be learned is the same. 
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Fig. 9. Accuracy of CNN models without ELA preprocessing. 

 
Fig. 10. Accuracy of CNN models with ELA preprocessing. 

The training and validation accuracies learning curves for 
10 epochs are shown in Fig. 11. The validation curve follows 
smoothly the training curve in the last three epochs 
diminishing the possibility of overfitting. 

 

Fig. 11. Validation and training accuracy learning curves of DMobile – ELA. 

TABLE I.  PERFORMANCE COMPARISON BETWEEN DMOBILE-ELA AND 

RECENT RELATED STUDIES 

Approach 
Performance Measures 

Acc P R F1score 

Alahmadi et al. [14] 0.9645 0.9669 0.9415 0.9540 

Ding et al. [20] 0.9793 0.8772 0.8893 0.8667 

Kanwal et al. [16] 0.9759    

Niyishaka et al. [15] 0.9459 0.9000 0.9900 0.9300 

A Kuznetsov [18] 0.9780 0.9710 0.9680  

Proposed DMobile-ELA 0.9848 0.9781 0.9862 0.9821 

TABLE II.  NUMBER OF PARAMETERS COMPARISON BETWEEN DMOBILE-
ELA AND RECENT RELATED STUDIES 

Approach Parameters 

Ding et al. [20] 17.2M 

A Kuznetsov [18] 138M 

Proposed DMobile-ELA 3.4M 

Table I details the measures for assessing DMobile-ELA 
against some of the recent studies. The metrics show that the 
proposed DMobile-ELA surpasses its counterparts. It presents 
superior P, R and F1score than Ding et al. [20] with a gap of 
around 0.1 in all these measures. Also, it scores higher 
accuracy, P and F1score compared to Niyishaka et al. [15] with 
differences of around 0.04, 0.07 and 0.05 respectively. 
Kanwal et al. [16] and Alahmadi et al. [14] offer solutions 
with comparable accuracy. Similarly, Kuznetsov [18] presents 
competitive performance in terms of all metrics. However, 
Kuznetsov used VGG16 for detection, which is a 
computationally demanding architecture. Table II outlines the 
number of parameters to be learned for each backbone 
architecture. The given numbers highlight the favorable low 
computation demand of DMobileNet as a light weight 
architecture. 

VI. CONCLUSION 

In this study, a forgery detection approach named 
DMobile-ELA is proposed. It integrates dilated MobileNet 
and Error Level Analysis (ELA), which leads to a lightweight 
high performing solution. The conducted experiments 
confirmed the success of DMobile-ELA in forgery detection, 
emphasizing the advantageous effect of ELA on performance. 
In addition, the experiments indicated the higher suitability of 
model retraining to the problem of forgery detection. 
Retrained DMobile-ELA performance reached Acc, P, R and 
F1score of 0.9848, 09781, 0.9862 and 0.9821 respectively on 
CASIAv2.0 dataset. Further improvements can be applied 
such as integrating different preprocessing procedures and 
merging textural features. Also, forgery types other than copy-
move and splicing can be investigated to increase the 
applicability scope of the proposed approach. 
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