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Abstract—Open government data refers to data that is made 

available by government entities to be freely reused by anyone 

and for any purpose. The potential benefits of open government 

data are numerous and include increasing transparency and 

accountability, enhancing citizens' quality of life, and boosting 

innovation. However, realizing these benefits is not always 

straightforward, as the usage of this raw data often faces 

challenges related to its format, structure, and heterogeneity 

which hinder its processability and integration. In response to 

these challenges, we propose an approach to maximize the usage 

of open government data and achieve its potential benefits. This 

approach leverages knowledge graphs to extract value from open 

government data and drive the construction of a knowledge 

graph from structured, semi-structured, and non-structured 

formats. It involves the extraction, transformation, semantic 

enrichment, and integration of heterogeneous open government 

data sources into an integrated and semantically enhanced 

knowledge graph. Learning mechanisms and ontologies are used 

to efficiently construct the knowledge graph. We evaluate the 

effectiveness of the approach using real-world public 

procurement data and show that it can detect potential fraud 

such as favoritism. 
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I. INTRODUCTION 

Open Government Data (OGD) is a concept that continues 
to prosper and evolve. It includes all data collected or produced 
by public administrations that are made available for the public 
to be freely used [1]. The publication of government data has a 
significant impact that could be identified through multiple 
aspects: fostering innovation, improving transparency, public 
accountability, and collaboration, and improving citizens' 
quality of life [2] [3]. However, despite these efforts, technical 
barriers limit the effective use of OGD. For example, users 
may have difficulty finding relevant data due to the large 
volume of information and the diversity of portals [4][5]. 
Additionally, the data may be presented in unstructured 
formats, requiring manual transcription and significant time to 
process [2], [6], [1]. Furthermore, a single dataset may not be 
enough to fulfill user requests, so combining data from 
multiple sources is often necessary. However, syntactic, 
structural, and semantic heterogeneity can make it challenging 
to integrate this data effectively [7]. Therefore, using OGD in 
its raw form requires technical expertise and significant time 

and effort to discover, process, integrate, and analyze the data. 
Given the potential benefits of OGD and the technical barriers 
to its effective exploitation, exploring new approaches and 
technologies that can facilitate its use is crucial. One promising 
avenue for such exploration is the use of knowledge graphs, 
which have already been successfully implemented by tech 
giants such as Google and widely used in several contexts [8] – 
[12]. A knowledge graph is a powerful tool for organizing and 
analyzing complex information, such as that contained in 
OGD. It is a semantic graph that captures information about 
entities and their relationships in an easily machine-processable 
way [12]. The use of semantics in knowledge graphs allows for 
a more nuanced and contextually rich understanding of the 
data, leading to more accurate and insightful analyses. 
Knowledge graphs offer also a centralized solution for 
integrating different types of data from heterogeneous sources, 
providing end-users with a single point of access. Furthermore, 
knowledge graphs support multiple advanced applications, 
such as Q&A systems, semantic search, reasoning, and 
knowledge inference, enabling the development of smart 
services that extract value from OGD[13] [14]. 

In this paper, we propose a generic approach that explores 
the potential of knowledge graphs to transform open 
government data (OGD) into valuable knowledge. The 
approach involves constructing a knowledge graph from 
structured, semi-structured, and unstructured OGD data 
sources, and offers the following contributions: 

 Representing OGD in a semantically rich and machine-
processable format to enhance their usefulness. 

 Integrating heterogeneous data sources into a 
centralized solution represented by a knowledge graph, 
which enables users to have a unified and 
comprehensive view of the data. 

By adopting this approach, we aim to address the 
challenges related to data processability and integration and to 
provide users with easily usable data that can be effectively and 
efficiently utilized. The proposed approach offers a powerful 
solution for maximizing the value of OGD and encapsulates 
the technical difficulties associated with processing open 
government data (OGD). The rest of this paper is organized as 
follows: Section II presents related works, Section III gives an 
overview of the proposed approach to construct a knowledge 
graph from OGD, and Section IV presents the use case related 
to the public procurement domain, which aims to construct a 
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knowledge graph based on public procurement data and 
performs advanced analysis to detect anomalies such as 
favoritism and overpricing. The study concludes in Section V. 

II. RELATED WORKS 

In this section, we present related works that propose the 
construction of a knowledge graph to extract value from Open 
Government Data (OGD). We give a brief overview of each 
work and then draw their main limitations. 

The authors in [15] propose the construction of a 
knowledge graph related to the cadaster in the Netherlands. 
The knowledge graph is exploited to offer improved data 
browsing, analysis for urban planning, and the development of 
location-aware chatbots. However, the approach considers only 
RDF-like datasets. 

Authors in [16] propose the construction of a knowledge 
graph from Zaragoza's open data to provide a single point for 
the city's knowledge. Semantic enrichment and transformation 
are supported through the usage of scripts to transform datasets 
to RDF. However, the approach doesn't propose dataset 
integration. 

In [17], the authors propose to construct a knowledge graph 
for the description of public services, the objective of the 
knowledge graph is to provide users with personalized 
information about different public services based on their 
profile and circumstances. The implementation of the 
knowledge graph was achieved by creating the schema 
defining entities, attributes, and relationships and populating 
the graph using GRAQL queries. 

The TBFY project [18] [19] proposes the construction of a 
public procurement knowledge graph to support transparency. 
For semantic enrichment, the approach uses two ontologies. 
The transformation to RDF is supported by the RML Mapper 
tool which automates the generation of RDF triples based on 
the RML mapping. However, it requires the manual definition 
of the mapping between the data sources and the ontologies. 

Authors in [20] propose the construction of a knowledge 
graph to support the supervision and analysis of fiscal projects 
funded by the European Union. The proposed approach 
collects data from the Open Data API provided by the Greek 
Ministry of Economy and Finance. Semantic enrichment is 
based on two ontologies. The approach proposes the usage of 

the ETL unified views for Data transformation to RDF and 
semantic enrichment and publication of data in an RDF triple 
store. Data can be retrieved via SPARQL queries. Performance 
indicators were defined to assess the state of the project and 
Density-Based Spatial Clustering of Applications with Noise, 
(DBSCAN) was used to identify Red Flags. 

Authors in [21] propose a solution to support budget 
transparency. The proposed approach is based on the creation 
of a knowledge graph from data related to the public budget. 
Data is published by the budget office in the form of an XML 
file: an annual file for budget distribution and monthly files for 
monitoring budget execution. The data is semantically enriched 
with the National Budget ontology and transformed into RDF 
through the use of an ETL tool. For data exploitation, the 
approach proposes the publication of data through a SPARQL 
access point as well as a set of solutions for data visualization. 

The related works presented to provide a background for 
extracting value from open government data (OGD) through 
their transformation into knowledge graphs. However, they 
have limitations that we present below. Firstly, most 
approaches are either domain-specific or related to specific 
data sources and cannot be adapted to diverse contexts and 
domains. Secondly, data transformation to RDF is carried out 
using scripts, ETL, or mapping languages. This process is 
tedious, time-consuming, and difficult to implement. It requires 
the intervention of the user to specify the mapping between 
data sets and semantic models, which requires a good 
understanding of the dataset content and structure, domain 
knowledge, and technical expertise. Thirdly, the majority of 
approaches focus on dataset transformation without proposing 
solutions for dataset integration, such as entity linking. When it 
is proposed, it is not generic and is done for specific types of 
entities based on linking rules specified by the users. Lastly, 
most approaches consider only structured data sources. This 
excludes a large proportion of OGD that is published in 
unstructured formats. 

Therefore, in this work, we aim to address these challenges 
by proposing a generic and domain-independent approach to 
constructing a knowledge graph. The proposed approach 
considers structured, non-structured, and unstructured data 
sources, and provides an efficient solution to semantically 
transform OGD with a focus on data integration. 
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Fig. 1. Overview of the proposed architecture. 

III. THE PROPOSED APPROACH 

This section presents a detailed description of the proposed 
approach for constructing a knowledge graph from Open 
Government Data sources. The approach is based on a layered 
architecture that can collect and extract data from structured, 
semi-structured, and unstructured heterogeneous government 
data sources. The collected data undergoes semantic 
enhancement and transformation, after which it is represented 
as a knowledge graph that offers an interconnected, integrated, 
and unified representation of data. The constructed knowledge 
graph can indeed be used through a plethora of applications, 
such as Q&A, semantic search, knowledge reasoning, and 
advanced analytics capabilities. These features enable to 
provide open government data users with useful insights and 
valuable information. 

The proposed architecture depicted in Fig. 1 comprises 
three main layers: The Collection and Extraction layer, the 
Semantic Transformation layer, and the Integration and 
Knowledge Graph Construction layer. These layers are further 
enhanced by a domain ontology for the representation of 
domain knowledge. We present below a description of these 
layers. 

A. Collection & Extraction Layer 

The Collection and Extraction layer is responsible for 
discovering and collecting data sources published on various 
government portals (Pi). Algorithm 1 presents the algorithm 
that outlines the process performed by this layer. 

To discover relevant data sources, the layer employs a set 
of collectors that use web scraping techniques and can be 
configured to filter data sources based on keywords, data 
format, or other specific criteria (CFi) (Line 6 Algorithm 1). 
This layer is designed to retrieve both structured (datasets) and 

unstructured data sources, including those published in non-
dataset formats such as reports, PDFs, and databases (Line 7 
Algorithm 1). 

The layer performs format detection (Line 8 Algorithm 1), 
and structured sources are directly transferred to the Semantic 
Transformation Layer (Line 10 Algorithm 1). 

For unstructured data sources, the layer performs additional 
processing to extract structured data. For instance, it uses 
optical character recognition (OCR) and natural language 
processing (NLP) techniques to identify and extract tables from 
unstructured data sources, such as PDFs (Line 11 Algorithm 1). 
Each extracted table is considered a dataset and is transferred 
to the Semantic Transformation Layer for further processing 
(Line 14 Algorithm 1). 

Algorithm 1: Collect & extract datasets 

Input: -  Pi government data portal 
         -  CFi Filter criteria   
Output: D = {datasets}       
S← {} 
D← {} 

DiscoverDataSource(Pi , CFi) 
S←RetrieveDataSources() 
For each si in S 
       fsi←DetectFormat(si) 
       If fsi is structured then D.add(fsi) 
       Else IdentifyTable(si) 
                 For j← 1 to n  
                      tij← ExtractTable (si)  
                      D.add(tij)  
                 EndFor 
       EndIf 
EndFor 
Return D 
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B. Semantic Transformation Layer 

The Semantic Transformation Layer is responsible for 
adding semantics to the data and transforming it into a 
machine-processable and understandable format. This layer 
aims to enhance the usefulness of the collected and extracted 
datasets by enriching them with semantic information. For this 
purpose, the layer uses the GovDomain ontology, a domain 
ontology that formalizes and represents domain knowledge. 
The Gov domain ontology is intended to model a consensus 
among governments on the concepts and relationships that 
exist in published datasets. It is thus an essential tool to solve 
the problem of semantic heterogeneity. 

The semantic transformation layer takes as input the 
datasets collected and extracted by the Collection & Extraction 
layer. For each dataset di, it generates an RDF graph-based 
representation of the dataset GD-di, which is semantically 
enriched with the GovDomain ontology. The process 
performed by this layer involves two main steps depicted in 
Fig. 2: Semantic model construction and RDF graph 
generation. 

 

Fig. 2. Semantic transformation process. 

The first step consists of constructing a semantic model for 
the dataset. This model is a requirement for semantic 
enrichment. It aims to define the structure of the dataset in 
terms of concepts and relations from the GovDomain ontology. 
Specifically, it establishes the mapping between the attributes 
of the dataset and the concepts or properties of the ontology, as 
well as the relationships between these attributes in terms of 
ontology relations. 

For example, Fig. 3 depicts the semantic model of a public 
procurement dataset, which includes information on public 
contracts awarded by public entities, their details (title, 
reference, description, price, and duration, and the purchasing 
organization and selected supplier. 

Constructing the semantic model for a dataset involves two 
sub-steps. The first sub-step involves mapping the dataset's 
attributes to their corresponding semantic types following the 
domain ontology. A semantic type can be a class URI or a 
combination of a class and a property from the GovDomain 
ontology. For instance, in the public procurement dataset, the 
attributes "Acheteur Public", "Fournisseur "," and "Titre" are 
mapped to their respective semantic types, which are (PCO: 
organization, orgName), (PCO: supplier, SupplierName), and 
(PCO: contract, title)). The second sub-step aims to establish 

the relations between the attributes in terms of ontology 
relations. For instance, the relations (PCO: Hasbuyer) and 
(PCO: HasSupplier) link the class (PCO: Contract) respectively 
with the classes (PCO: Organization) and (PCO: Supplier). 

 
Fig. 3. Example of a semantic model for a dataset related to public 

procurement. 

The manual creation of a semantic model for a dataset is a 
challenging and time-consuming task, which demands an 
extensive understanding of the dataset's content and structure, 
as well as domain-specific knowledge and technical expertise. 
To address this challenge, we propose an automatic approach 
to construct the semantic model of a dataset, thereby removing 
the need for manual intervention in the process. The proposed 
approach utilizes machine learning to automatically learn the 
dataset's semantic model by constructing it based on a set of 
known semantic models that serve as the training data. We 
employ the algorithm proposed by [22], which offers a method 
to learn semantic models of structured data sources by mapping 
them to a domain ontology. The algorithm constructs a 
weighted graph that represents the space of potential semantic 
models for a dataset, and provided a ranked list of the top-k 
best semantic models. 

Based on the constructed semantic model the second step 
(Fig. 3) involves the RDF graph generation. The resulting 
model is formalized using the RDF Mapping Language 
(RML). RML [23] allows for the definition and expression of 
mapping rules between data sources and the RDF model, 
describing how the existing data can be represented according 
to the RDF model. The RML mapping document is interpreted 
by an RML processing engine and used to automatically 
generate RDF triples from the dataset. The resulting RDF 
graph provides a graph-based representation of the dataset, 
thereby enabling machine-readable and machine-
understandable access to the dataset's content. 

C. Integration and Knowledge Graph Construction Layer 

The Integration & Knowledge Graph Construction Layer is 
responsible for the integration of data into a knowledge graph. 
This layer takes as input the RDF graphs that result from the 
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semantic transformation of datasets. The integration process 
involves two steps, which are outlined in Algorithm 2 

Algorithm 2: KG construction & integration 

Input: -GD-d1, GD-d2…. GD-dn: RDF graphs related to datasets { d1, 

d2…. dn }   

            -C: List of ontology classes described in datasets { d1, 

d2….dn } 

Output: KG4OGD knowledge graph. 

KG4OGD  ← ∅ 

For each GD-di 

       KG4OGD  ← KG4OGD.Add(GD-di) 

EndFor 

For each cp from C 

       Bp ← ConstructBloc(cp) 

              For each (ei,ej) ∈ Bp 

                         If Comp (vi,vj)= true then 

                         t←ConstructIdentityTriple(ei,ej) 

                         KG4OGD  ← KG4OGD.Add(t) 

                         EndIf 

               Endfor 

EndFor 

Return KG4OGD 

 

The first step involves publishing and consolidating all 
datasets into the knowledge graph (Line 8 Algorithm 2). The 
second step is crucial for completing data integration and 
involves entity alignment. Entity alignment refers to the 
process of identifying and mapping coreferent entities, which 
are entities that refer to the same real-world entity but with 
different URIs [24]. This step involves a pairwise comparison 
of all entities that have been published in the graph. To 
improve efficiency, we use a blocking technique [25] that 
reduces the number of comparisons and identifies potential 
candidates for entity alignment. We apply a class-based 
partitioning approach to construct blocks, which groups 
potential co-referenced entities into blocks based on their class 
(Line 11 Algorithm 2). This method reduces the quadratic 
complexity of the process by limiting the number of 
comparisons required. After constructing the blocks, we 
compare the entities belonging to the same block by examining 
their discriminative properties, which are unique properties that 
identify entities of a particular class (Line 13, Algorithm 2). 
These discriminative properties are described in the domain 
ontology by adding owl:hasKey axioms. If two entities have 
equal values for these properties, we consider the entities to be 
co-referent, and we add identity links between them to the 
knowledge graph using the owl:sameAs property (Line 14 
&15, Algorithm 2). 

D. Advantages of the Proposed Approach 

The proposed approach makes significant contributions to 
the field of Open Government Data (OGD). Firstly, it enables 
the representation of OGD in a structured and semantically rich 
format that can be easily processed and interpreted by 
machines. This overcomes the limitations of existing data 
formats and promotes greater interoperability and reuse of 
OGD. Secondly, the approach provides an integrated 
representation of OGD that allows users to view all published 
data in a unified and complete manner. By utilizing knowledge 
graphs to integrate data from multiple OGD sources, the 

proposed approach facilitates data discovery and analysis and 
enables the identification of previously unseen patterns and 
relationships across diverse datasets. 

When compared to related works, the proposed approach 
offers significant contributions. Firstly, it addresses the 
challenge of integrating diverse data sources with structured, 
semi-structured, or unstructured formats. The approach 
automates the process of semantically transforming datasets, 
which can be time-consuming and error-prone when done 
manually. This is achieved by utilizing learning mechanisms 
and mapping languages. Furthermore, the proposed approach is 
domain-independent and presents a generic solution to 
integrate heterogeneous datasets. It accomplishes this through a 
schema alignment and entity alignment approach, which is 
designed to handle all types of entities without the need for 
human intervention to specify linking rules. 

IV. USE CASE STUDY 

In this section, we present a use case that implements the 
proposed architecture and demonstrates its operationalization. 
The use case focuses on the public procurement domain, which 
is a critical government sector for ensuring transparency and 
accountability in government spending. 

A. Context 

Public procurement is a significant part of government 
spending, but it is also a domain prone to corruption and fraud 
[26] [27] [29]. Public Procurement (PP) is a distinct area within 
Open Government Data (OGD) that plays a critical role in 
ensuring transparency and accountability in government 
spending. By releasing public procurement data as open and 
accessible, governments and civil society organizations can 
promote fair competition, identify patterns of corruption and 
fraud, and hold public officials accountable. 

The use case aims to implement the proposed architecture 
in the context of public procurement in France. By integrating 
public procurement data from several open government data 
sources into a knowledge graph, we can apply anomaly 
detection algorithms to identify instances of fraud such as 
favoritism and overpricing. Favoritism in public procurement 
[28] refers to the practice of giving preferential treatment to a 
particular supplier, contractor, or bidder. Overpricing [29], on 
the other hand, refers to the practice of charging prices that are 
higher than what would be considered reasonable or fair. 

B. Data Sources 

In the French context, there exists a multitude of public 
procurement data sources, but for our specific purposes, we 
have opted to primarily utilize three sources: the BOAMP, 
Essential Data on Public Procurement (DECP), and the SIRET 
database (Cf. Table I). 

1
BOAMP is a French government platform that publishes 

public procurement notices and announcements, as well as 
detailed information about awarded contracts. The platform 
also provides an API that allows users to retrieve data in both 
JSON and XML formats 

                                                           
1 https://www.boamp.fr/ 
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Essential Data on Public Procurement (DECP) is a database 
that features structured and standardized information regarding 
all public procurement procedures. This expansive dataset 
includes details such as the contracting authority's name and 
location, the type and value of the contract, and the selected 
supplier. These data are consolidated in the French open 
government data portal

2
. 

The SIRENE
3
 the database is a comprehensive registry of 

all business entities operating in France, providing information 
regarding each entity's legal status, activity sector, and 
location. By leveraging SIRENE data, we can identify the 
entities involved in public procurement procedures and 
establish links with other pertinent datasets. 

TABLE I.  PUBLIC PROCUREMENT DATA SOURCES 

Data sources Publisher Format Frequen

cy of 

update 

BOAMP  Direction 

of Legal 

and 
Administrat

ive 

Information 
(DILA). 

XML,JSO

N 

Daily 

 Essential Data on Public 

Procurement (DECP) 

The 

Ministry of 

the 
Economy, 

Finance, 

and 
Industrial 

and Digital 

Sovereignt
y 

XML , 

JSON 

Monthly 

SIRENE Database French 

National 

Institute of 

Statistics 

and 
Economic 

Studies 

(INSEE) 

CSV Quartly 

By integrating and linking these various data sources in a 
knowledge graph, we can create a comprehensive and well-
organized representation of public procurement data. To 
achieve this, we need to implement a domain ontology that 
captures and formalizes knowledge relevant to the field of 
public procurement 

C. Ontology Development 

Developing a domain ontology is a requirement for 
constructing the knowledge graph as it plays a role in the 
semantic enrichment of government data sources. To this end, 

                                                           
2 https://www.data.gouv.fr/fr/datasets/donnees-essentielles-de-la-

commande-publique-fichiers-consolides/ 
3 https://www.data.gouv.fr/fr/datasets/base-sirene-des-entreprises-et-de-

leurs-etablissements-siren-siret/ 

we constructed a domain ontology for the public procurement 
domain by reusing the PCO ontology [30]. 

The PCO ontology, known as the Public Contracts 
Ontology, is a domain-specific ontology that models the 
essential concepts and relationships within the public 
procurement domain. Its primary objective is to support the 
integration and analysis of public procurement data from 
various sources. The ontology encompasses a broad range of 
concepts and relationships that apply to public procurement, 
such as procurement notices, contracts, suppliers, products and 
services, and tendering procedures. Additionally, it includes 
concepts linked to the legal and regulatory frameworks that 
oversee public procurement, such as procurement rules and 
regulations, procurement authorities, and procurement 
methods. 

For the implementation, we have customized the PCO 
ontology to match the French context. This involved 
correlating the concepts and relationships in the ontology with 
the appropriate terms and structures in the French public 
procurement domain. This adaptation (Fig. 4)   ensures that the 
constructed knowledge graph represents the relevant aspects of 
the French public procurement domain accurately and is 
tailored to our use case's particular needs. 

 
Fig. 4. Public procurement domain ontology implemented in protégé tool 

D. Knowledge Graph Construction 

The initial step in constructing the knowledge graph 
involved collecting data from identified data sources. We 
automated the data collection process by developing data 
collection scripts using Python and leveraging APIs. We 
utilized various APIs, such as the BOAMP API, and the API 
offered by the French government data portal, to collect 
structured data in different formats, including XML, JSON, 
and CSV. Fig. 5 shows an example of the collected data. 
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Fig. 5. Example of the collected data. 

As the collected data was already structured, no further data 
extraction was required. Our data collection approach allowed 
us to retrieve data efficiently and accurately while reducing the 
resources needed for manual data collection. This enabled us to 
collect a significant amount of data related to public contracts 
from 2019 to 2022. 

After collecting the data, we utilized Karma, an open-
source tool, for semantic transformation. Karma

4
 is a semi-

automatic tool that implements the approach proposed by [22] 
for dataset transformation, enabling the definition of mappings 
from datasets to ontologies, building of semantic models, and 
publishing of data as RDF. With Karma's machine learning 
capability, it can learn to map datasets to an ontology by using 
the attribute values of mapped dataset attributes. When users 
define relationships between classes, Karma learns from them 
and can suggest properties and classes to model new sources 
automatically. Karma's validation feature allows users to verify 
the proposed model's quality, and it also supports the 
generation of RML mapping, which automates the RDF graph-
based representation of the datasets. Incorporating the PCO 
ontology in the semantic transformation process enriched the 
RDF graph output for each collected dataset, representing 
relationships between data elements, entities, and concepts for 

                                                           
4 https://usc-isi-i2.github.io/karma/ 

constructing the knowledge graph. As a first step in the 
integration process, all datasets were aligned to the same 
schema, which was the PCO ontology. 

The resulting RDF graphs were combined to form the 
knowledge graph. We further employed entity linking as a 
means of completing the integration process. We used the 
OWL: has key and OWL: Sameas axioms to identify unique 
discriminative properties for entities in the domain ontology 
and to link co-referent entities, respectively. For example, we 
used the SIRET identifier to link unique enterprises as 
suppliers and the SIREN identifier to link public organizations 
as public buyers. 

Through the use of entity linking, we were able to more 
effectively integrate data from multiple sources into the 
knowledge graph, providing a unified and integrated view of 
data. 

The data was stored in an RDF triple store using the 
Apache Jena framework

5
 and made available through Apache 

Jena Fuseki. This allowed users to query the knowledge graph 
using the SPARQL query language and retrieve relevant 
information from the integrated datasets. In total, the 
knowledge graph consolidated data related to 96,845 public 
contracts. 

E. Knowledge Graph Consumption 

To demonstrate the value of our approach, we conducted an 
analysis using the isolation forest algorithm on integrated 
public procurement data in our knowledge graph. The isolation 
forest algorithm is a powerful machine learning tool well-
suited to detecting anomalies in datasets. It works by creating a 
random forest of decision trees and isolating data points that 
are not consistent with the majority of the data. In the case of 
public procurement data, the isolation forest algorithm can be 
used to identify anomalies that may indicate corruption or 
fraud. 

In our study, we used a SPARQL query to extract data from 
the knowledge graph and applied the isolation forest algorithm 
to our integrated public procurement data. We found a total of 
56 anomalies in the dataset, which were categorized as either 
favoritism or overpricing. The algorithm identified 27 cases of 
favoritism and 29 cases of overpricing. 

We qualitatively assessed the algorithm results and found 
that the contracts identified as anomalies were consistently 
awarded to the same suppliers, indicating a potential case of 
favoritism. Additionally, we observed that the contract prices 
for these anomalies were significantly higher than the market 
price or previous prices for similar contracts, indicating a 
potential case of overpricing. 

The results of this case study demonstrate the value of the 
proposed approach, which proposes to consolidate data from 
multiple sources into a single knowledge graph and represent it 
in a format that promotes analysis and processing for value 
extraction. By utilizing a knowledge graph and the isolation 
forest algorithm, we were able to identify potential anomalies 
that may have gone undetected using a traditional approach. 

                                                           
5 https://jena.apache.org/ 
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This can help auditors better understand procurement data, 
detect potential fraud or corruption, and ultimately promote a 
more transparent and accountable government. 

V. CONCLUSION 

In this paper, we introduce an approach for extracting value 
from open government data and transforming it into valuable 
knowledge. Our approach utilizes a layered architecture to 
extract and collect structured and unstructured data sources, 
transform them into a machine-processable, understandable, 
and semantically rich format, and integrate them into a 
knowledge graph. The proposed approach offers an efficient 
and generic way to construct the graph, which can be further 
utilized for a plethora of applications. The approach was 
implemented in the context of public procurement and 
successfully identified anomalies such as overpricing and 
favoritism. Although the paper is focused on public 
procurement, the proposed approach applies to other 
governmental domains. As a future direction, we aim to 
propose a detailed description of how to exploit the knowledge 
graph, to further improve the effectiveness of the proposed 
approach. 
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