
(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 3, 2023 

329 | P a g e  

www.ijacsa.thesai.org 

Current Development, Challenges and Future Trends 

in Cloud Computing: A Survey 

Hazzaa N. Alshareef 

College of Computing and Informatics, Saudi Electronic University, Riyadh, Kingdom of Saudi Arabia 

 

 
Abstract—Cloud computing is a new paradigm in information 

and communication technologies (ICTs) that provides the ability 

to access shared pools of different computing resources that are 

related to many cloud users within a pay-per-use or on-demand 

approach. It has transformed the delivery model of ICT from a 

product to a service. This provides several different advantages 

for institutions, companies and users based on savings and 

reduced capital expenditure through lower operating expenses. 

This paper provides a comprehensive survey of cloud computing. 

It first develops an understanding of cloud computing in general 

and discusses its advantages, current development, challenges 

and future trends. Subsequently, a detailed discussion on the 

cloud computing architectures, services models, fault tolerance 

mechanisms, services selection methods, adoption by industry, 

and scheduling of cloud-based resources is also presented. 

Nonetheless, cloud computing has many obstacles which expose it 

to a number of limitations. Some of these challenges include 

security of data, fault tolerance, and load balancing. A number of 

techniques in literature are proposed to cope with these 

challenges which are discussed and analyzed. Experimental data 

and usage drift validates the popularity of cloud computing and 

its adoption in recent years. Future trends in cloud computing 

support the use of intelligent machine learning (ML) techniques 

and new technologies to cope with some of the challenges and 

making cloud computing more efficient, secure and commercially 

viable to be widely accepted.  

Keywords—Cloud computing; security challenges; machine 

learning; resource scheduling; information and communication 

technologies 

I. INTRODUCTION 

In the present digital age, computer systems and associated 
applications have become inextricable part of life. 
Concomitantly, the need for better, cheaper, more efficient and 
on demand application services and infrastructure is felt like 
never before. Cloud computing is an approach that provides 
on-demand access to a shared pool of customizable computing 
resources (e.g. applications, networks, storage, servers etc.) and 
services [1]. Service providers can disseminate these resources 
with only marginal interaction and little management effort. 
Obtaining dynamic computing resources within the cloud 
computing paradigm provides the ability to cooperate with and 
scale up/down the given services, taking the demands of clients 
into account as well as the cost of the leveraged resources. This 
effectively contributes to a decrease in the operational cost 
pertaining to IT services. The scalability of cloud services 
provides smaller businesses with the ability to take advantage 
of various state of the art expensive and computing-intensive 
facilities that were previously affordable by large companies 
only [2]. 

Cloud computing enables the provision of information 
services and network computing resources, such as 
applications, servers, and storage [3], over the internet without 
installing them or purchasing them on their own. In 2005, Intel, 
IBM, and various other enterprises (including universities) 
within the United States began to operate a cloud computing 
virtual laboratory enterprise. This type of enterprise began with 
several experiments at North Carolina State University, 
situated near the IBM headquarters. In 2007, Google and IBM 
cooperated to start the processing of a new network computing 
approach, called cloud computing [4]. The new conversional 
Intel and Microsoft computing method was tested and 
thereafter caught the attention of a considerable number of 
research organizations. 

In terms of virtualization, computers, networks, storage, and 
databases can all be potential cloud computing resources 
according to certain rules and service agreements. Global 
giants in the IT industry such as Google, IBM, Amazon, 
Microsoft, Alibaba etc. are investing in advanced research and 
innovative ways of utilizing cloud computing most effectively 
and widely. After launching a cloud computing platform, a 
significant issue is demonstrating the operative distribution and 
management pertaining to the virtual sharing of resources 
based on user demand by improving the effectiveness of the 
resource usage. 

Technology advances and market forces are two related and 
integrated factors that drive interest in cloud computing. 
Rapidly improving business cases are producing enhancements 
in computing infrastructure, which has motivated several 
enterprise applications and services to consider moving to the 
cloud. In terms of technology, the existence of lower-cost 
processors and lower-latency networks, integrated with 
significant progress in virtualization, has moved computation 
from local IT platforms to disseminated cloud infrastructures. 
Evidence shows that, although cloud computing is considered a 
main business path for the upcoming years, moving to the 
cloud paradigm is seen to encounter a range of challenges. 
Some of the prominent ones among these are the issues related 
to security of the cloud data, scheduling of resources, fault 
tolerance, load sharing and load balancing.  For instance, 
financial institutions are motivated to shift on cloud computing 
due to many advantages. Howbeit, the intrinsic security issues 
and challenges related to resource acquisition for smooth 
services are still hindering the complete migration. In 2014, 
more than 50 million users‘ Dropbox accounts were hacked, 
which resulted in a wide trust-deficit in the security of cloud 
computing.  When cloud computing is considered a viable 
alternative, it should offer a similar security level to that of the 
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conventional systems. In order to fulfil this goal, a 
comprehensive awareness regarding attacks and their 
countermeasures is required in order to detect malicious 
activities [5].  

In summation, the cloud computing landscape has been 
considerably improved. Not only have further service offerings 
and providers packed the space, but improvements have also 
been made in the infrastructure and services. Cloud computing 
is considered to form an epitome that provides the ability to 
access shared pools of different computing resources in a pay-
per-use or on-demand manner. With its incorporation into 
conventional systems, the weaknesses of traditional servers are 
overwhelmed in terms of efficiency, speed and scalability. It 
also offers savings in capital expenditure through reduced 
operating expenses. However, a few obstacles still exist that 
impose limitations when the technology is used. Lack of 
security, data consolidation [6], load balancing [7] and fault 
tolerance [8] represent some of the most important restraints of 
cloud technology. In addition to these, the adoption and 
absorption of cloud computing into existing systems, especially 
in small and medium enterprises (SMEs) [9], poses great 
challenges in terms of system conversion, change acceptance 
and embracing a myriad range of accompanying technologies 
which were previously unavailable.  This paper provides a 
review of the cloud computing paradigm and its main 
computing and implementation options. It also discusses 
benefits and challenges of moving to the cloud from users‘ and 
companies‘ perspectives. Many of the aforementioned 
challenges are discussed in detail and a number of suitable 
ways are presented, based on literature, to cope up with these 
challenges. It summarizes the proposed solutions and 
techniques to deal with cloud computing risks and limitations, 
and discusses how future technologies, such as artificial 
intelligence [10], [11] and block chain [12], can embark a new 
era of prevalence of this technology. Gill et al. [10] has used 
the concept of ―Triumvirate: IoT + AI + Blockchain‖ to 
describe the influence and interdependence of AI, IoT and 
Blockchain technologies that are anticipated to shape the 
future. They have also highlighted that future companies need 
to be well informed using Big Data Analytics and Data Science 
techniques to understand market trends, customer preferences 
and correlations. 

The remainder of the paper is organized as follows: Section 
II provides a background and overview of cloud computing, 
including a definition, its structural layers, as well as service 
and delivery models. Section III then discusses benefits of 
moving to cloud computing. Challenges pertaining to cloud 
computing and the ways to cope with them are discussed in 
Section IV. Section V highlights a number of research trends 
and directions in cloud computing, whereas Section VI 
provides a discussion on cloud research trends. Section VII 
gives a conclusion of this work. 

II. CLOUD COMPUTING OVERVIEW 

The term ‗cloud‘, or ‗fog‘ in cloud computing signifies the 
existence of a remote virtual space. This section presents the 
definition, architecture, service models, delivery models, and 
the main characteristics of cloud computing. 

A. Definition 

There is, as yet, no standard definition of cloud computing. 
This is due to the dynamic nature of the term and its vast area 
of application. Nonetheless, industry and academic players are 
making essential strides towards agreeing on a standard 
definition ([13], [14], [15], and [16]). For example, as declared 
by the United States National Institute for Standards and 
Technology (NIST) [2], ―cloud computing is a model for 
enabling ubiquitous, convenient, on-demand network access to 
a shared pool of configurable computing resources (e.g., 
networks, servers, storage, applications and services) that can 
be rapidly provisioned and released with minimal management 
effort or service provider interaction‖ .  

Madhavaiah and Bashir [17] analysed a number of 
definitions from both a business and research perspective and 
proposed a comprehensive definition: ―Cloud computing is an 
information technology-based business model, provided as a 
service over the Internet, where both hardware and software 
computing services are delivered on-demand to customers in a 
self-service fashion, independent of device and location within 
high levels of quality, in a dynamically scalable, rapidly 
provisioned, shared and virtualized way and with minimal 
service provider interaction‖. Nonetheless, cloud computing is 
still an emerging technology with its ability to integrate and be 
integrated in new and associated technologies, which would 
significantly impact and form its true definition over a period 
of time. 

B. Structural Layers 

 Majority of the researchers agree that the structure of cloud 
computing is based on four layers [1], [13]. The first layer is 
the Application Layer, which is located at the top of the 
architecture and is the layer that is the most visible for end-
users. It consists of different applications and software 
packages related to the real cloud. As an example, office tools, 
storage management applications, email systems, and virus 
scanning and removal applications. The second layer is the 
Platform Layer, which provides the programming-level 
interface in accordance with different application approaches 
and operating systems (OS). This provision attempts to 
simplify the deployment of an application in the environment 
of the cloud. The third layer is the Infrastructure Layer, which 
is based on dynamically employing virtualization techniques 
for assigning the storage and computing resources needed. A 
well-known example of virtualization is VMware. The fourth 
layer is the Hardware Layer, which creates the data centers that 
contain various physical components, such as, cooling 
infrastructure, electrical power components, switches, routers, 
and servers. Fig. 1 shows a typical cloud computing ecosystem, 
whereby a number of hardware components and applications 
make the cloud, and network nodes comprising of different 
devices are the end users of cloud infrastructure and services. 

C. Service Models 

Cloud computing architecture represents a service-oriented 
approach, in which services are provided by every layer 
through to the top one. Accordingly, the services that are 
obtained in the cloud computing paradigm are classified based 
on three different types: the Software as a Service (SaaS) 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 3, 2023 

331 | P a g e  

www.ijacsa.thesai.org 

model, the Platform as a Service (PaaS) model, and the 
Infrastructure as a Service (IaaS) model. 

The SaaS model is a cloud computing approach in which 
various applications remain on the service provider‘s cloud 
infrastructure and are provided to many users via web apps and 
interfaces. The major idea behind SaaS is based on eradicating 
the practice of applications residing locally on individual users‘ 
devices, where the computing power is insufficient to provide 
high computing performance and effectiveness to users [18]. 
The genesis of cloud computing can be traced to the SaaS 
approach [2]. Some examples of SaaS providers are Intercom 
[19], Trello[20], Hipchat, and Rackspace [21]. 

The PaaS model is a service approach for providing a 
platform that creates and operates different applications based 
on the programming interface that is obtained from and 
supported by the cloud provider [22]. Consequently, scalability 
issues, high server rapidity and storage capacities are all 
addressed under the PaaS approach. Therefore, PaaS users are 
able to create, operate and deliver their particular applications 
based on the use of remote IT platforms. Nonetheless, users are 
unable to monitor core cloud platforms (e.g., storage, OS or 
servers). An example of a PaaS provider is Microsoft Windows 
Azure [23]. 

The IaaS model is an approach whereby virtual 
infrastructures, such as virtual servers, storage and other 
fundamental computing resources, are offered by cloud service 

providers to users in order to enable them to disseminate and 
operate their particular applications or OS; and to download or 
upload files or software on the cloud. Using the IaaS approach, 
users can monitor their software, including applications, which 
is disseminated throughout the cloud. Nevertheless, such users 
have a limited ability to monitor the virtual infrastructure that 
is obtained from the cloud service provider. An example of an 
IaaS provider is Amazon EC2 [24]. 

D. Delivery Models 

Cloud based services are disseminated to users via four 
main delivery models, based on,  (i) the control required, (ii) 
the number of users, and (iii) privacy and security demands of 
the users [2], [25], [26]. These delivery models are categorized 
into: (i) Public cloud, (ii) Private cloud, (iii) Community cloud, 
and (iv) Hybrid cloud.  

The Public cloud consists of a third party that possesses the 
physical resources in their entirety and delivers different cloud 
services to users via the Internet. Users who are supported by 
the cloud provider range from individuals to corporate 
institutions. 

The Private cloud is provided exclusively to a particular 
institution. This model can assist in monitoring the 
performance of a system, security guidelines, and data. An 
institution is also able to disseminate its own particular cloud 
services, and a third-party institution can handle the model by 
itself. 
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Fig. 1. Cloud computing technology ecosystem. 
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Fig. 2. Cloud delivery models. 

The Community cloud represents the provision of different 
cloud services based on a particular group of institutions with 
the same mission, compliance conditions, policies, and security 
demands [22]. A community cloud demonstrates a 
generalization of the private cloud and, therefore, includes 
further institutions in each realization. 

The merger and combinations of various cloud models 
(e.g., community, public and private cloud models) represents 
a hybrid cloud model. They have become very popular in 
recent years primarily due to popularity and wide usage of 
cloud services, which now faces complex dynamics of the 
corporate infrastructures and new business markets. Despite 
these various models being grouped with each other, they 
remain distinct and are included in exclusive standards and 
have distinctive standards and technology with respect to data 
operability and various applications. The Hybrid cloud inherits 
the advantages and disadvantages of community, public and 
private clouds. Consequently, it represents an optimal approach 
that makes a delicate balance between price and control, which 
are strong considerations for economic viability as well as user 
satisfaction with cloud services and applications. Fig. 2 
demonstrates the advantages and disadvantages of the cloud 
delivery models. 

E. Cloud Computing Characteristics 

Cloud computing is a relatively recent term and the 
technology has emerged from the usage and trends of computer 
networks and its associated services and business models. In 
studies [14], [27]–[29], a number of cloud computing 
characteristics are discussed. More characteristics may emerge 

as the technology grows. We present some of the essential 
characteristics of cloud computing in this section, which define 
and advocate the core technology and its acceptance 
specifications. 

1) Dynamic (Flexible): cloud resource platforms are 

dynamically scalable, meaning that, they are able to be 

enlarged or reduced in size based on user demand, which 

minimizes the investment risk related to the user and can 

satisfy the demands of many users. Cloud computing provides 

users with the sense that infinite computing resources are 

available to them. 

2) Virtualization: cloud computing applications and 

platforms are created according to resource virtualization 

concept. Virtualization performs a significant task in 

developing the effectiveness of resource efficiency and raising 

the level of service security and reliability. 

3) Economies of scale: cloud computing is dominated by 

large companies, such as IBM, Microsoft, Google, and 

Amazon, which have the ability to employ large-scale 

resources that enable them to minimize rental and exploitation 

costs. As a result, cloud computing companies can recruit as 

many users as possible. Since there is a large number of 

potential users involved in any cloud-based service, it becomes 

financially viable for the service provider to offer the service at 

a very low cost. 

4) On-Demand service: cloud services and platforms are 

obtained and billed based on users‘ actual demands. Cloud 

computing eliminates the risk of a one-time large investment 

and permits users to acquire only the resources they need. 

Accordingly, services depend on short-term costs (e.g., on an 

hourly basis), whereby users release resources once they are no 

longer required. 

5) Dynamic customization: cloud rental resources should 

be customizable to a considerable extent. For example, in the 

IaaS delivery model, users are permitted to disseminate virtual 

and specialized devices. Further services deliver low flexibility 

and are not applied to general purpose computing. However, it 

is expected that such services will continue to provide a 

particular level of customization. 

6) High reliability: cloud computing platforms are 

required to ensure that customer data are secure, so that the 

application platform is seen to be reliable. In general, platform 

backups and multiple data are both applied in order to raise 

platform reliability. Dynamic network management approaches 

are also applied by cloud computing platforms in order to 

verify the effectiveness and status of every resource node. The 

reason for this is that nodes could be dynamically migrated 

when failure or low effectiveness is encountered. Another 

reason is to ensure that the performance of the entire system is 

unaffected in case of a fault. 

III. BENEFITS OF MOVING TO THE CLOUD 

Owing to the popularity of cloud computing in recent years, 
the technology incorporates a number of benefits which 
ascertain the next level of networks and applications sharing, 
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and distribution of services and resources on an economically 
viable and efficient manner. A number of previous studies [9], 
[30]–[33] have highlighted some of these advantages. Cloud 
computing enables on-demand network access and a host of 
associated applications and infrastructure to a number of 
customizable computing resources such as servers, software 
applications, storage spaces, services and other networks. In 
line with the characteristics identified in the previous section, 
this section highlights the main benefits and challenges of 
shifting to the cloud, which mainly include: 

A. Optimum Resource Utilization 

Since most of the cloud computing is based on use-per-pay 
model, therefore resources are released after every use. This 
results in the overall utilization of all the computing resources 
in an efficient and optimized manner, leading to green 
computing. It is in line with the United Nations‘ (UN) 
Sustainable Development Goal (SDG) number 12 [34] that 
relates to responsible consumption and production of goods 
and services. 

B. Rent on Demand 

Another major benefit of cloud computing is the 
availability of all types of computing and infrastructure 
resources and services for everyone, anywhere, and at any 
time. Industry 4.0 [35], [36] provides opportunities for growth 
and sustainability for all kinds of businesses, whether large or 
small. Future businesses lie in innovation which is the key for 
success for agile companies of today. Being able to access and 
utilize state of the art infrastructure and computing resources, 
as and when needed, startups can easily compete with giants of 
the industry resulting in better and cheaper products and 
services for the masses. 

C. Minimized IT Staff 

Moving to cloud computing results in reduction of inhouse 
IT staff to maintain the existing systems. Some technical staff 
is, however, still required to work with pre-existing vendors, 
including specialized vendors, in order to manage particular 
outsourced applications. 

D. Minimized Infrastructure 

Relocating resources to the cloud, or accessing platform as 
a service, means that it is possible to maintain a smaller 
inhouse hardware infrastructure. 

E. Managed Costs 

Since most of the cloud computing service providers gain 
income on the basis of economies-of-scale, and try their best to 
cut down the costs, increase the customers and have the latest 
and updated hardware and software applications. Therefore, 
prices and licensing can be minimized when adopting cloud 
computing. The latest costs are based on predetermined 
services and is derived from the costs model used by the 
vendor. 

F. Enhanced Vulnerability Control 

Vulnerability control is the ability to track system activities 
and logs to provide greater control and minimize the risk of 
attacks by detecting and preventing its occurrence before 
happening. In the cloud computing ecosystem, the service 

provider provides services to numerous customers 
concomitantly and a large revenue is generated as a result. 
Therefore, the service providers make sure that all the systems 
are up to date with state-of-the-art technologies in place, and 
no vulnerabilities or security threats are there. 

IV. CLOUD COMPUTING CHALLENGES 

A number of benefits related to cloud computing are 
discussed in the previous section. However, it is neither an 
optimal solution nor risk free, particularly when data is out of 
users‘ reach. Other disadvantages of moving to the cloud are 
reliability issues and system performance, since users are fully 
dependent on cloud resources. For instance, when accessing 
the cloud in order to seek a service, the time needed to execute 
the task (the round-trip time, or RTT) could be an issue for 
users. This can be exacerbated if the cloud is busy serving 
other instances or traffic is already congested. Privacy and 
security are other limitations that are widely known to render 
cloud computing which is a challenge for users. Some of the 
major challenges faced by cloud computing are provided as 
follows: 

A. Reliability 

A cloud computing platform must guarantee the reliability 
of the application platform and the integrity of customer data. 
When a large-scale system is experienced, an effective solution 
is expected in order to receive a high level of reliability. In 
addition, a dynamic network management system controls the 
effectiveness and status of the resource nodes, whereby 
ineffective or failed nodes are dynamically migrated. 
Consequently, the entire performance of the system is not 
influenced by these nodes. Ensuring that all systems are 
working perfectly and reliably poses continuous challenges for 
the cloud service providers. 

B. Resource Provisioning and Scheduling 

The dynamic deprecation and expansion of resources relies 
on users‘ demands, thus presenting new challenges for 
management systems and cloud platforms. In terms of 
provisioning of cloud resources, an effective cloud resource 
provisioning algorithm is highly needed that makes better 
resource utilization and allocation, reduces response time, and 
has robustness as well as fault tolerance capabilities. Similarly, 
scheduling for on-demand resource requirements, or long-term 
resource reservation is a challenging task, especially when the 
number of resources and the number of users are extremely 
large. 

C. Management Issues 

The process of managing a cloud computing platform is 
extremely complicated. Especially, resource consolidation is 
one of the key areas of research and have gained substantial 
attention from the research community in recent years. It 
involves managing the means of controlling the system‘s 
resources effectively, deploying and scheduling different 
resources in a dynamic manner, and managing clients, their 
billing systems and service agreements. Nonetheless, applying 
the approach of having one service provider creates obstacles, 
such as the following: (i) a lot of much energy is exploited via 
an enormous data centre in order to have it operational; (ii) 
centralized cloud data centres are affected by many single point 
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failures; and (iii) data centres are geographically remote from 
their users, and data need to be moved from their source in 
order to be processed. This implies that personal or sensitive 
data generated through the use of different applications are 
kept in a location other than where they were produced. 

D. Fault Tolerance 

Fault tolerance refers to the continuity of cloud services 
even in the existence of any hardware or software malfunction. 
In case of failure of such components, it is a major challenge to 
keep all the system running and without performance 
degradation in presence of a fault. 

E. Privacy and Transparency 

Privacy and transparency of users‘ data and cloud services 
respectively is very crucial in any cloud computing system. In 
order to gain trust in a cloud-based service, where the users‘ 
data and all related credentials are stored in a virtual 
environment, privacy of data is very crucial. Similarly, 
transparency of cloud services and virtualization of all systems 
and infrastructure is of prime importance. Cloud service 
providers must inform the customers about how their data will 
be held, stored and transmitted. Things like what security and 
privacy schemes are deployed, and what internal policies and 
technologies are in place, are very important from the point of 
view of a client, especially, when the client is a big 
organization. 

F. Security 

Security of cloud computing is far most the biggest 
challenge in this technology. It deals with all kinds of 
challenges related to data security, information security, data 
integrity and confidentiality. Security is one of the main 
challenges and hurdles when cloud computing implementation 
and adoption is concerned. Therefore, a detailed discussion on 
it and the related issues is inevitable for the completeness of 
this work. 

The following section provides a detailed discussion on 
works related to security challenges, including possible threats, 
attacks and their countermeasures. 

V. SECURITY CHALLENGES AND CLOUD COMPUTING 

One of the potential hindrances in cloud computing 
adoption is that users are not informed of the physical location 
of their sensitive data. Since service providers locate cloud data 
centres in many geographical locations, it leads to a range of 
security issues and risks. The conventional security 
approaches, such as intrusion detection systems (IDSs), host-
based antivirus software and firewalls, are not able to provide 
appropriate security through virtualized systems. Fast 
dissemination of risks derived from the virtualized 
environments produces different risks [37]. Subramanian and 
Jeyaraj [37] identify the top 12 threats to the cloud according to 
the Cloud Security Alliance (CSA), which include 
compromised credentials and broken authentication, and 
denial-of-service (DoS) attacks, as presented in Table I. Most 
of the threats identified are related to data breaching, 
representing the principal security problem that needs to be 
addressed. 

Kamara and Lauter [38] indicate that many different risks 
emerge depending on the use  of public clouds. Data integrity 
and confidentiality represent the highest risks and produce 
different but related issues. The authors propose a crypto-cloud 
architecture that contains three main features: the cloud storage 
service provider (CSSP), the consumer of the data, and the data 
authority (the user that possesses the related data). Encrypted 
files are uploaded by the data authority and the CSSP permits 
access to the files. The demanded file is then downloaded and 
decrypted based on the use of suitable credentials and tokens. 
This type of architecture faces various security issues at the 
service-level agreement (SLA), computation and 
communication levels. For instance, issues occur within the 
communication level because the same infrastructures and 
resources are shared through a virtual machine (VM), which 
increases the possibility of attacks. 

TABLE I. CLOUD SECURITY ALLIANCE'S TOP 12 THREATS 

Threat 

Number 
Threat Name 

1 Compromised credentials and broken authentication 

2 Malicious insiders 

3 Denial-of-Service (DoS) attacks 

4 Account hijacking 

5 Inadequate diligence 

6 Permanent data loss 

7 The Advanced Persistent Threat (APT) parasite 

8 Cloud service abuses 

9 Data breaches 

10 Exploited system vulnerabilities 

11 Hacked interface and App. Program Interfaces 

12 Shared technology, shared dangers 

Bhadauria and Sanyal [39] categorize these problems into 
(i) network, (ii) application, and (iii) host levels. Attacks are 
determined based on the communication levels indicated. The 
main security risks at the network level are data integrity and 
confidentiality, where problems related to network security 
include reused IP addresses, sniffer attacks, Domain Name 
System (DNS) attacks, and prefix hijacking in the Border 
Gateway Protocol (BGP). At the application level, security is 
required in order to prevent attackers gaining control and 
compromising the application. Problems at this level include 
hacking, dictionary attacks, hidden field manipulation, 
CAPTCHA breaking, cookie poisoning and distributed DoS 
(DDoS) problems. Finally, the main host-level risks are foot 
printing, Trojan horses, unauthorized access, DoS, password 
cracking, profiling, worms, and viruses. Applying the aspect of 
cloud virtualization represents the largest of the computational-
level issues. 

Data is considered the key source of item related to any 
crypto-cloud approach. CSA regards a data breach as the 
highest security risk. Multi-tenancy and maintaining data 
storage on a remote place (i.e., out of your control) can cause 
data leakage. Chen and Zhao [40] produced a data life cycle: 
Generation => Transfer => Use => Share => Storage => 
Archival => Destruction, which requires protection during all 
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the phases. Data-level security is categorized as data in rest and 
data in transit. Data in transit does not cause extra security 
threats in comparison with data in rest, as transmitting data can 
be performed based on a secured data transfer method. From 
the hacker's perspective, data in rest poses a high level of 
attraction. 

As regards the cloud services are concerned, these are 
given by providers to consumers based on appropriate SLAs. 
Thus, major items related to the crypto cloud include the 
accountability of ensuring that SLAs are maintained. In 
practice, there is no exclusive standard for SLAs that are 
applied for all the requirements of security management. 
However, a few standards, such as the European Network and 
Information Security Agency (ENISA) and the European 
Commission Secure Provisioning of Cloud Services (SPECS), 
offer security by maintaining SLAs. Applying an SLA assists 
in obtaining an adequate level of quality of service. 

Previous research has indicated that the above issues are 
encountered via three major attack vectors [5]: the network, the 
computing hardware, and the hypervisor (the computer 
software, firmware or hardware that creates and runs VMs). 
There also exist three kinds of attacker map of the three 
vectors: the cloud provider, internal users, and the external 
users. It is also possible for a cloud provider to act as an 
attacker. Permission and authority is given to employees 
working on the could, for example, might be exploited in order 
to steal sensitive user information based on either logical or 
physical manipulation of the hardware platform. External users 
can also have an impact on data integrity and confidentiality by 
interfering with communication channels or through lying 
dormant within the system in order to attack it later. Internal 
users, such as the owners of a VM instance, could use the 
hypervisor to attack other VM instances. 

A. Major Cloud Attacks 

The following subsection contains a discussion of the 
different attacks that have been discussed in previous research 
[41]–[44]. These types of attacks, which can be launched over 
a cloud infrastructure, are examined and presented along with 
the countermeasures that can be taken to control them. 

1) Network-based attacks: The network represents a major 

vehicle of attack against applications that are being performed 

within a cloud platform. The majority of such attacks are 

closely related to the types of attacks typically recognized in 

conventional technology, although there are some network-

based attacks that specifically relate to cloud computing. 

2) Hardware-based attacks: Confidential data is protected 

from illegal access by being maintained within an encrypted 

form, interacting through different encrypted channels. 

However, data has to be decrypted sometimes for performing 

different computations from time to time. Attackers benefit 

from a multi-tenant environment in which they can simply 

access various physical resources (e.g., disk buses, memory 

buses, and instruction and data caches [L1, L2, L3]). Attackers 

explore and exploit decrypted data and the secret keys related 

to different common algorithms (e.g., RSA, DES, and AES) 

and VM instances. 

3) Hypervisor-based attacks: The hypervisor is defined as 

the software layer which is located between the physical 

hardware and VMs in order to identify the fundamental 

architecture. The hypervisor is essential for ensuring the 

characteristics of cloud multi-tenancy. Moreover, it assigns 

several physical resources to guest VMs (e.g., peripherals, 

CPU and main memory). On the security side, hypervisors are 

the most important layer of protection within the cloud stack, 

since this is the highest privilege level. If attackers can gain 

control at the hypervisor level and compromise VM isolation, 

they can control any resource related to the host system. 

B. Countermeasures against Cloud Attacks 

Cloud providers apply well-known approaches to protect 
against network-based attacks (e.g., antivirus gateways, IDSs, 
and firewalls). Such approaches are currently being extensively 
disseminated within edge networks in order to protect end 
systems from various forms of attack and to control and check 
outgoing and incoming traffic. For hardware-based attacks, 
newly arising techniques (e.g., Arm TrustZone technology and 
Intel Software Guard Extensions [SGX]) could prevent side-
channel attacks. Another prospect is based on protecting 
hardware using cryptography. A commonly agreed instruction 
by cloud providers is the Intel Advanced Encryption Standard 
New Instructions (AES-NI), which proceeds towards different 
cache-based software side-channel attacks. In the case of 
hypervisor-based attacks, several software and hardware 
isolation mechanisms offer resources secure separation, 
whereby some hardware mechanisms, such as AES-NI, can 
have an impact on security within this level and are considered 
a part of hardware-based hypervisor protection. 

Senyo et al. [18] also present a valuable tool for navigation, 
which could be applied by IT personnel in order to gain further 
insight into security threats that are based on the use of cloud 
computing. Personnel can then weigh the advantages and 
disadvantages of any improved resolutions. 

VI. DISCUSSION ON CLOUD RESEARCH TRENDS AND 

FUTURE TECHNOLOGIES 

Cloud computing technology is said to be one of the 
biggest revenue generators for the software companies in 
recent years. Fig. 3 shows the spending in public cloud 
computing IaaS hardware and software worldwide in US 
billion dollars as depicted by Forbes [45]. It also shows that 
share of this spending by PaaS and SaaS/ The projected values 
up to 2026 shows that the spending in this technology will 
remain on the rise. 

One key weakness of cloud technology is indicated by the 
low level of control over data that is disseminated to the cloud 
provider. This weakness is a major hazard, causing various 
problems, such as DoS, malicious insiders, and account or 
service traffic hijacking, which represents an essential 
impairment to massive cloud adoption. When users are not able 
to enter different physical systems, they must rely solely on the 
infrastructure provider in terms of addressing issues that are 
incurred with regard to data security. Previously, a capable 
method was Trusted Computing (TC), by which Trusted 
Platform Module (TPM) characteristics were applied to offer 
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integrity for the software stack (i.e., the VM layer). The Intel 
Trusted Execution Technology (TXT) is one example of this 
method. The Intel SGX also represents a promising technique 
and is defined as an instruction set architecture (ISA) 
extension, which provides the ability to execute a number of 
different instructions within a secure memory location, known 
as the secure enclave. Accordingly, SGX allows users to apply 
effective security for their own data and applications without 
having to trust the cloud operator. A similar characteristic is 
provided by a further research domain, called homomorphic 
cryptography [46], which permits different calculations to be 
performed on encrypted data without acquiring a secret key or 
any decryption of the data. 

Another research trend relies on the use of containers for 
the purpose of abstracting different applications based on the 
underlying OS, thus providing the ability for more rapid 
improvement and simpler deployment. Docker [47] represents 
a well-known container, whereby spreading the container term 
depends on the support provided by large providers, such as 
Amazon, Google, and OpenStack. Containers can also be 
utilized for improving user application security. 

For institutions that require an increased level of data 
security (e.g., banks, the military, and trading and insurance 
companies), the requirements with regard to customer 
information security are very high. Ensuring data security in 
cloud computing is a common issue of concern for such 
institutions. Presently, service providers and researchers offer 
several different resolutions. Within the new application 
domain, there exist several security concerns that should be 
resolved. Although a few protection methods have reached a 
particular level of practical maturity, other related methods 
remain in their infancy and are inappropriate for dissemination 
to an operating setup. Several different methods exist for 
addressing vulnerabilities to data breaches and shared 
technology risks; however, they require further improvement. 

It has been seen that solutions to attacks related to the network-
level have led to improvements. In contrast, approaches at the 
application level to addressing DoS risks and account or 
service traffic hijacking need to be improved, and several 
researchers are still investing time in these areas. There are also 
several tasks involving identifying new resolutions that would 
provide protection against the various hypervisor-based attacks 
encountered. Furthermore, applications attempt to leverage the 
infrastructure of the cloud based on utilizing heterogeneous 
resources derived from several providers. 

The broad trend is to aim at using infrastructure from 
several providers and compared with conventional cloud 
offerings from single providers, disperse computing apart from 
resources. Subsequently, new computing approaches that aim 
at fulfilling market needs are evolving. In practice, many 
different security problems have been identified in relation to 
SLAs, computation, and communication. As referred to earlier, 
there have recently been large and significant security 
problems, presenting a range of opportunities for hackers to 
break service cryptosystems. Cloud computing has been 
demonstrated to be inadequate when it comes to security 
problems, and cloud service providers need to take into 
account that security should form an inevitable and important 
factor, and not be an afterthought. 

Recently, a lot of effort is made by the machine learning 
(ML) community to scale up and enhance the existing data 
mining and ML algorithms to meet the challenges of handling 
large amounts of data [48], [49]. The work by Kim et al. [50] 
demonstrates a network threat detection and classification 
method based on ML, thus paving a path to the intelligent 
threat analysis technology. Similarly, the use of artificial 
intelligence (AI) and ML algorithms for the analysis of cloud 
services, for security, and for predictive and prescriptive 
analytics is very promising. 

 
Fig. 3. Public cloud spending. Past, present and future. 
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VII. CONCLUSION 

Cloud computing is an extremely rapidly developing 
technology in the domain of computing. There exist several 
benefits to applying cloud computing, such as anytime-
anywhere accessibility, more effective geographical coverage, 
greater time efficiency, and reduced infrastructure costs. 
Nonetheless, there are also obstacles to applying cloud 
computing, such as lack of expertise and resources, cloud 
services management, privacy, and the need for data security. 
The majority of the services pertaining to the infrastructure of 
the hosting cloud, including storage and computing resources, 
exist in data centres. The hosting of applications in a single 
provider‘s cloud is seen to be simple and to offer various 
benefits. Nonetheless, there are a myriad of associated risks 
and challenges with cloud computing. Information privacy, 
security and data integrity are among the top of these. Trends 
and results from the literature shows that cloud computing is 
still emerging and new associated technologies are being 
developed to cope up with the existing challenges. The use of 
AI in cloud computing can mitigate some of the risks and 
provide solutions to previously unresolved issues. 
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