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Abstract—In the last three years, the coronavirus (COVID-

19) pandemic put healthcare systems worldwide under 

tremendous pressure. Imaging techniques, such as Chest X-Ray 

(CXR) images, play an essential role in diagnosing many diseases 

(for example, COVID-19). Recently, intelligent systems (Machine 

Learning (ML) and Deep Learning (DL)) have been widely 

utilized to identify COVID-19 from other upper respiratory 

diseases (such as viral pneumonia and lung opacity). 

Nevertheless, identifying COVID-19 from the CXR images is 

challenging due to similar symptoms. To improve the diagnosis of 

COVID-19 using CXR images, this article proposes a new deep 

neural network model called Fast Hybrid Deep Neural Network 

(FHDNN). FHDNN consists of various convolutional layers and 

various dense layers. In the beginning, we preprocessed the 

dataset, extracted the best features, and expanded it. Then, we 

converted it from two dimensions to one dimension to reduce 

training speed and hardware requirements. The experimental 

results demonstrate that preprocessing and feature expansion 

before applying FHDNN lead to better detection accuracy and 

reduced speedy execution. Furthermore, the model FHDNN 

outperformed the counterparts by achieving an accuracy of 

99.9%, recall of 99.9%, F1-Score has 99.9%, and precision of 

99.9% for the detection and classification of COVID-19. 

Accordingly, FHDNN is more reliable and can be considered a 

robust and faster model in COVID-19 detection. 

Keywords—COVID-19; Chest X-ray (CXR); Deep Learning 

(DL); Convolutional Neural Network (CNN) 

I. INTRODUCTION 

The novel coronavirus disease (COVID-19) is a current 
pandemic that has sparked widespread concern worldwide. 
This virus causes severe respiratory illness [1]. Currently, 
COVID-19 is recognized as the worst disease on the earth. 
Usually, chest X-ray (CXR) imaging is used for radiographic 
examination of the suspected cases. In severely impacted or 
limited resource locations, CXR imaging is favored because of 
its accessibility, cheap cost, and speedy findings. Via Lenard 
and Crookes tubes, the first X-ray was coined by Wilhelm 
Conrad in 1895. The rapid development of the x-ray system 
and its low cost made it available in most clinical testing [2]. 
Patients can quickly get CXR images in their homes or 
quarantine facilities since CXR facilities are available even in 
the most distant locales. Recently, CXR images based on 
Artificial Intelligence (AI) have been utilized widely to detect 
COVID-19 instances [3, 4]. Given the fast spread of COVID-
19, however, such testing might reduce the effectiveness of 
pandemic prevention and control. Therefore, AI techniques, 
such as Deep Learning (DL), are viable solutions for 

autonomous diagnosis due to their promising processing of 
visual data and a vast array of medical images [4]. 

This section investigates supreme papers that utilized 
Convolutional Neural Networks (CNN) and other DL 
architectures to diagnose COVID-19 via CXR images. The 
CXR image testing factor is determined by (DL) plans and 
consists mostly of measurements such as COVID-19 
segmentation, data correction, and model training [5]. 
Manually, radiologists often perform COVID-19 classification. 
However, it is time-consuming, error-prone, and exhaustive 
since radiologists are expected to diagnose many COVID-19 
patients. Furthermore, despite the dramatic increase in COVID-
19 patients, the lack of qualified radiologists to make reliable 
diagnosis continues to be a major problem [6]. 

On the other hand, healthcare professionals take a sample 
from the nose to find whether it is a COVID-19 case. 
Nevertheless, the manual outcome of the test could be a false 
negative depending on the timing and quality of the test 
sample. The maximum accuracy, of this testing method, for 
COVID-19 infections, is 71% [6]. 

CXR is an alternate important diagnostic method for 
COVID-19 detection. However, if the CXR images require 
clarification, COVID-19 is sometimes diagnosed as another 
disorder. Due to faulty diagnoses, patients frequently receive 
incorrect medicines, complicating their health. This critical 
health issue to diagnose COVID-19 has inspired researchers to 
create more precise and automated CXR-based diagnostic 
approaches. 

Machine learning (ML) methods and the most intense 
learning have been considered more accurate in identifying 
COVID-19 [7, 8]. The authors in [9] used DL methods-based 
CXR images to diagnose COVID-19. Although the presented 
models in the literature were validated with several CXR 
images, particularly the positive case images of COVID-19 
cases, there was a class imbalance issue in previous studies. 
Additionally, the authors utilized the transfer learning approach 
in their model. The scholars applied dataset preprocessing to 
convert it into a gray level. Next, change the image intensity, 
resize and extract the best features, and use the transfer 
learning approach. The authors in [9] focused on getting high 
COVID-19 classification accuracy. This means applying the 
same preprocessing on CXR images developing them and then 
designing a new model in DL for COVID-19 diseases. Several 
authors (such as in [4, 10]) utilized only CNN to classify 
COVID-19 patients and didn‟t achieve more accurate accuracy. 
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However, CNN alone is insufficient for reliable COVID-19 
detection [6, 11]. Therefore, researchers explored the 
limitations of the existing models to propose crucial solutions 
that can increase detection accuracy. 

Since the outbreak of COVID-19, the majority of state-of-
the-art methods have primarily focused on using transfer 
learning techniques to implement their systems as shown in the 
recent survey published in [3]. One of the main challenges in 
using transfer learning techniques for detecting COVID-19 is 
the amount of time it takes to apply these methods to large 
datasets, especially when dealing with CXR images. This is 
because the model needs to be fine-tuned by retraining it on the 
new data, which can be time-consuming even with powerful 
computing resources. To address this issue, a study proposed 
using several image preprocessing techniques before inserting 
deep CNN. These techniques involve converting the images to 
grayscale, adjusting the image intensity, resizing and extracting 
the best features, and expanding features. This preprocessing 
transforms the data from two dimensions to one dimension, 
which can speed up implementation. Additionally, a unique 
fast deep learning proposal design was introduced to improve 
COVID-19 classification accuracy while reducing execution 
time and storage requirements. 

Going forward, this article is organized as follows. Section 
II reviews some of the important proposed models in COVID-
19 identification. Section III presents our proposed 
methodology. Section IV describes the utilized dataset. Section 
V explains the conducted preprocessing operations. Section VI 
introduces Linear Discriminant Analysis (LDA) that we use to 
extract CXR features. Section VII describes feature expansion 
as a last preprocessing for applying the deep proposal CNN. 
Section VIII presents the Fast Hybrid Deep Neural Network 
(FHDNN) and its summary layers. Section IX evaluates the 
proposal‟s performance and compares it with related 
counterparts. Finally, Section X concludes the paper and 
identifies some future directions. 

II. RELATED WORKS 

Recently, the DL technique has been adopted for analyzing 
medical images because of its reliable outcomes [12]. Due to 
no constraint on the dataset employed, DL is suitable for 
making predictions based on training data and information. 
[13]. Currently, the existing methods suffer from some crucial 
issues, such as being time-consuming and expensive. 
Therefore, developing DL technology to detect COVID-19 
faster and more accurately has become necessary. CXRs and 
CT scans can help achieve this. However, CXRs are less 
expensive than CT scans, thus, they are preferable. 

To classify COVID-19 cases, Aslan, M. F. et al. [14] 
suggested a DenseNet-SVM structure and utilized binary 
classification techniques. While the model achieved an 
accuracy of 96.29%, the author also used eight models of 
SVM-based CNN and an average accuracy of 95.21%. Alaska, 
T. B. et al. [15] utilized the LSTM model and validated their 
work using a 10-fold cross-validation strategy. The results of 
the models showed excellent classification performance and 
achieved an accuracy greater than 84%.  Additionally, the 
recall and AUC scores reached 99.43% and 0.625, 
respectively. Furthermore, using Holdout validation, the CNN-

LSTM achieved better performance, where the accuracy, 
recall, and AUCs cores went 92.3%, 93.68%, and 0.90 
respectively. For detecting and diagnosing human lung 
disorders, four models were proposed by Ibrahim et al. [16]. 
The models have been used to classify three cases: COVID-19, 
lung cancer, and Pneumonia. CNN-VGG19 (GRU with 
ResNet152V2) achieved an accuracy of 98.05% (96.09%). The 
VGG-inspired model identified the COVID-19 patients 
successfully from other cases (regular and pneumonia). For 
multi-class and binary classification, evaluation metrics 
accuracy, F1-score, recall, precision, and AUC were 97%, 
0.95, 95%, 95% and 0.95, and 98%, 0.97, 97%, 97%, and 0.97, 
respectively [16]. 

As mentioned earlier, CXR is one of the essential methods 
to diagnose pneumonia worldwide [17] since it is a fast, cheap 
[18], and standard clinical method [19-21]. In [22-24], scholars 
suggested a DL method-based dataset of CXR images. The 
authors utilized domain DL within environment-deep CNN. 
The author proposed that the technique was developed 
specifically for identifying COVID-19 patients from CXR data. 
For three classes, an overall accuracy of 96.48% was obtained. 
However, for four class classifications, the COVDC-Net 
method achieved accuracy reached 90.22%. The authors used 
3,884 (1,414) images for three (four) classes. Using image 
analysis, early detection of the COVID-19 system was 
proposed in [25]. Using DL method-based CXR image; the 
authors calculated the impacts of COVID-19 on people. They 
utilized five pre-trained CNN-based models: ResNet152, 
ResNet101, ResNet50, Inception-ResNetV2, and InceptionV3. 
The highest classification accuracy was determined by 
ResNet50, reaching 96.1% for the dataset (comprised of two 
classes). 

Similarly, the authors in [26] used transfer learning 
methods: VGGNet-19, VGG16, VGG19 LeNet-5, 
MobileNetV2, and the Fusion model. The researchers collected 
CXR images from various sources (from different classes of 
chests humans) to detect COVID-19 disease. On the other 
hand, the study [27] used a pre-trained approach called 
VGG16-CNN to detect COVID-19 cases using CXR images. 
While the study achieved an accuracy of 97.50% for multiple 
classifications, the authors tested the models and found varying 
proportions, such as an F1-score rate, precision rate, recall rate, 
and overall accuracy. The authors utilized CNN and pre-trained 
models for feature extraction and achieved several 
classification accuracies. Accordingly, the alone use of CNN is 
insufficient for better identifying COVID-19 cases. Fewer 
images and no preprocessing steps are the causes of poor 
performance. One of the major difficulties in employing 
transfer learning approaches to detect COVID-19 is the time 
required to apply these techniques to big datasets. Due to the 
model's need for fine-tuning to alter its parameters, this process 
takes a long time when dealing with big amounts of CXR 
picture data. This requires retraining the model on the new 
data, which can take a significant amount of time, even with 
powerful computing resources. As shown in the survey [4], 
many methods served to evaluate pre-trained deep CNN 
models including AlexNet, VGG-16, GoogleNet, MobileNet-
V2, SqueezeNet, ResNet-34, ResNet-50, and Inception-V3 to 
distinguish COVID-19 from normal cases. Many 
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hyperparameters tuning have been applied to find the best 
batch size, learning rate, optimizer, and a number of epochs. 
The obtained results were less than our fast HFDNN with high 
time consumption. Finally, the highest classification accuracy 
of recent papers reached 99%, obtained using the InstaCovNet-
19 DL method [28]. Based on the studies mentioned above, 
they suffer from some significant limitations: 

• Imbalance classes in the utilized datasets. 

• Applied classification images using DL without image 
preprocessing techniques (such as Linear Discriminant 
Analysis (LDA)). For example, equalization of the 
intensity (use Histogram Equalization (HE)), removing 
noise from the images, resizing it, extracting the best 
features, then feature expansion. 

• The evaluation metrics (i.e., accuracy, precision, recall, 
and F1-score) must improve. 

• DL models typically need a lot of training time. 

• More hardware is required for DL model execution. 

Therefore, before inserting deep CNN, we applied several 
image preprocessing techniques to tackle the above drawbacks 
in this study. In the first step of dataset preprocessing, we 
convert the images into the gray level. Next, the image 
intensity is adjusted, and the best features are resized and 
extracted. Lastly, perform features expansion. This processing 
may ensure that the data is transformed from two dimensions 
to one dimension, which will speed up implementation. 
Furthermore, a unique fast deep learning proposal design can 
improve COVID-19 classification accuracy in less execution 
time and storage. 

III. METHODOLOGY 

The COVID-19 outbreak has necessitated rapid action 
against a massive threat to humans. To diagnose COVID-19, 
understanding and classifying CXR images are crucial. Deep 
CNN technologies, which aid radiologists, improve the 
effectiveness of imaging tools. Our goal in this research is to 
design a novel CNN model capable of achieving an almost 
perfect classification accuracy with fast execution time and low 
storage use.  Here, we describe the architecture of our proposed 
method, namely FHDNN as illustrated in Fig. 1. 

The proposed CNN model was built and trained on the 
COVID-19 four class dataset using the Python programming 
language and the Keras library. The work was developed using 
an I7- 4710H Intel processor, 2.50 GHz CPU, 8.0 GB RAM, 
and an NVIDIA Quadro K2100M graphic card. 

After extracting features using LDA and feature expansion, 
the proposed FHDNN is designed to work with eighteen one-
dimensional features. It takes a package of input features, 
processes them, and classifies them into specific categories. 
The FHDNN consists of multiple layers that are interlinked and 
arranged in a way that enhances its performance. When 
processing each input data set, the eighteen features pass 
through a series of convolution layers, pooling layers, and fully 
connected layers (FC) to classify objects with probabilistic 
values between zero and one. 

 
Fig. 1. The flowchart of the proposed system for COVID-19 diagnosis. 

To conduct the training process, we divided the dataset into 
two groups: 70% for training and 30% for testing. Next, we 
applied the training to adjust the model's parameters and 
prevent overfitting. This ensures that the model has a high 
generalization power to accurately classify unseen images 
during testing. 

On the other hand, the images used in our experiments 
were obtained from publicly available datasets on Kaggle 
called COVID-19 Radiography Database. The dataset used in 
our study is already labeled into four classes: COVID, normal, 
lung-opacity, and pneumonia. This large dataset is designed to 
assist researchers in evaluating their proposed methods in 
terms of accuracy and time consumption. A detailed 
description of this dataset, including the number of samples in 
each class, is presented in Section IV (Dataset). Accordingly, 
to solve this problem we are designing FHDNN to predict 
COVID-19 diagnosis. Before using the model, the dataset 
passes some steps to reduce storage size, increase 
implementation speed, and improve classification accuracy: 

• Converting the dataset into the gray level and ensuring 
all images are converted from three channels to 1 
channel. 

• Adjust image intensity using the HE method. 

• Resizing all dataset images for speed execution. The 
operation extracts the best features using LDA for the 
best classification. 

• Performing feature expansion after preprocessing from 
CXR images is crucial in improving the accuracy of the 
algorithms. The expanded features‟ approaches are 
Average, Maximum, Minimum, Mode, Standard 
deviation, and Variance ratio. 

Lastly, we implement FHDNN to provide fast and highly 
accurate diagnostics for COVID-19 diseases from CXR 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 3, 2023 

556 | P a g e  

www.ijacsa.thesai.org 

images. In the, following sections, we will detail the different 
parts of the developed methodology. 

IV. DATASET 

Although there are numerous COVID-19 infections across 
the world, a large number of CXR images are freely accessible 
online. Many authors published a Kaggle database [24] to 
make the database open in front of researchers worldwide. 
Usually, the CXR images of COVID-19, viral pneumonia, and 
lung opacity are available in the database. Here, we have four 
classes of images in the dataset as follows: 

• Class 0: 3616 confirmed COVID-19 cases. 

• Class 1: 10,192 normal cases. 

• Class 2: 6,012 lung- Opacity cases. 

• Class 3: 1345 pneumonia disease cases. 

Lastly, Fig. 2 shows the viral pneumonia chest CXR. 
Across the dataset, the seam size (299*299) images are 
consistent. 

 

Fig. 2. Sample of CXR images for each class. 

V. DATASET PREPROCESSING 

Dealing with enormous amounts of data necessitates the 
use of the most efficient features for minimizing hardware 
requirements, such as memory and processing CPU. As 
mentioned earlier, the experiments‟ dataset of (21,165) images 
is classified into four classes. In the beginning, convert the 
images to one gray level (i.e., one color level). Grayscale is a 
monochromatic (gray) shade ranging from pure white on the 
lightest end to pure black on the darkest end. Less information 
must be provided for each pixel is the reason for differentiating 
images from any other color ones. Typically, the grayscale 
intensity is kept as an 8-bit integer, allowing 256 shades of 
gray ranging from black to white. The soothing impact on the 
eyes increases the gift of the green color, reduces the 
contribution of red color, and puts blue between these two [29] 
(formulated as follows): 

          ((       )  (          )  (     

    ))     (1) 

During this stage, no image of RGB on the dataset has been 
identified, and the same color levels will all images have. Next, 
the second stage eliminates noise. CXR images appeared to 
have a gray level. However, there is an overlap in the image to 
ensure that it is converted to one group. Fig. 3 shows sample 
CXR images converted from multi-colors to grayscale. 

 
Fig. 3. CXR image samples from different datasets converted to gray level. 

CXR images need to distribute lighting over the image by 
HE adequately. HE is a crucial topic in digital image 
processing used for contrast adjustment via an image‟s 
histogram (i.e., HE is used to enhance contrast). Furthermore, it 
modifies the image strength to increase opposition [30]. Image 
improvement aims to improve its quality, highlight desired 
elements, and make it less intrusive. In an image‟s histogram, 
the gray level values are plotted versus the number of pixels at 
that value. Mathematically, equilibrium can be formulated as 
follows. 

 ( )  ((
 ( )

 
)   )             (2) 

Where the new image after equalization is denoted as G(x), 
L is the number of gray levels, n is the number of pixels, and 
T(x) refers to the cumulative sum of each gray level. Fig. 4 
shows an application of HE on CXR images. 

 
Fig. 4. Applying a Histogram of a CXR image before and after equalization 

(images are from different datasets). 

Image speed and storage size are crucial in image 
processing, where the image plays an influential role in 
processing the data in terms of speed. Therefore, we reduced 
the number of images (of each dataset) to increase processing 
speed with low storage capacity. At this point, image size must 
be reduced for faster implementation and less storage space. 
For giving different resolutions and aspect ratios, resizing 
images have appeared in many applications. We resized the 
images from (299 x 299) to (50 x 50). Fig. 5 shows four 
samples resized from the original 299 x 299 to size 50 x 50. 
The required formula for resizing is written as follows [31]: 

                    (3) 
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Fig. 5. Sample of resizing four images of the adopted classes. 

VI. FEATURES EXTRACTION 

The accuracy of the utilized algorithms (ML or DL) can be 
increased by extracting features (from CXR images) because of 
an increase in the infection probability. In the literature, since it 
obtains the best features of image characteristics [32], LDA is 
the most favored method for extracting discriminative feature 
pattern classification [33]. LDA starts after completing the 
earlier stages of image processing. However, when dealing 
with high-dimensional and small sample-size data, classical 
LDA suffers from the singularity problem. Under supervision, 
the LDA reduces dimensionality inside a single classification 
and separates the classifications so we can select the best image 
type [34]. The main pros of LDA are that it separates two or 
more classes and models the group differences in groups by 
projecting the spaces in a higher dimension into space with a 
lower extent. Both features create a new axis that minimizes 
the variance and maximizes the two variables‟ class distance. 
Calculate each class‟s average from the CXR image within the 
dataset by LDA Algorithm. The mathematical equations used 
in LDA are similar in action are identical in action [33]. Image 
preprocessing techniques are applied before model training to 
achieve better detection accuracy and reduce training duration. 
Specifically, preprocessing will ensure that the image is 
transformed from two dimensions to one dimension, 
consequently speeding up the implementation.  Additionally, a 
propionate fast deep learning proposal design must be utilized 
for further detection accuracy and higher speed. After 
implementing LDA, the stages are gray level, histogram 
equalization, stages are resized, and the best features are 
extracted. 

The development of DL algorithms products is a significant 
contribution to dataset reprocessing. In the beginning, the 
images are converted to a single channel with suitable resizing 
and highlighting desired elements extracting the features. Next, 
we perform classification between classes and reduce 
dimensionality within a single category. Accordingly, database 
preprocessing is essential for enhancing data quality to speed 
up deep learning with optimal performance. 

VII. FEATURE EXPANSION 

This section explains a feature expansion approach for the 
one-dimension. As mentioned earlier, LDA is implemented 
after completing preprocessing on a dataset of CXR images. 

The output of the LDA got three components from CXR 
images [35]. 

The proposed feature expansion is capable of increasing the 
number of features from three to eighteen. This procedure 
applies a window that slides through the pattern to expand the 
high and low elements. The window is a (one × ten) shaped 
matrix and will be transformed with the input pattern matrix. 
For data classification, feature expansion can improve 
classification accuracy by enabling deep CNN application on 
any dataset from CXR images. Furthermore, feature expansion 
is helpful if there is a variance in the CXR or a change in the x-
ray equipment, such as reducing noise in an image. According 
to the literature, experiment results demonstrated that the 
feature expansion method improves the classification 
performance of CNN algorithms for detecting COVID-19. 
Finally, the expanded features‟ approaches (as explained 
below) are average, maximum, minimum, mode, standard 
deviation, and variance ratio. 

A. Average 

The average (or mean) of a set of numbers is calculated by 
dividing their summations by how many they are. 
Mathematically, the mean format x  of a data set is the sum of 
all data values divided by the count or size  . The following 
equation can be used to determine the average or mean of a 
window within the dataset [35]. 

        
∑    
   

 
                  (4) 

B. Maximum 

Finding the maximum value within a window and checking 
with all data is important. A real-valued function f defined on a 
domain (𝑋) has a global (or absolute) maximum point at 

             (   )   (𝑋)             𝑋         (5) 

The value of the function at the top ended the total weight 
of the process [36]. 

C. Minimum 

The minimum value of a function is determined by finding 
the lowest value within a window. The value of the process at a 
minimum point is called the minimum value of the position 
[36]. Symbolically, this can be written as follows:- 

       (   )   (𝑋)             𝑋              (6)  

D. Mode 

Mode is the number (or value) that appears most frequently 
in a data set. For data without any repeating values, there is no 
mode at all. Furthermore, the mode value depends on the given 
dataset. It is formulated as follows [37]. 

         
(     )

(     ) (     )
                  (7) 

Where   the lower limit of the modal class is,   is the size 
of the class interval, and    denotes the frequency of the modal 
class.    (  )  This is the frequency of the class preceding 
(succeeding) the modal classes. 
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E. Standard Deviation 

Standard deviation is a formula used to determine the 
values of scattered data. It is the deviation of the values or data 
from an average to a mean. A smaller (larger) standard 
deviation indicates that the results are nearer to (far from) their 
average. It is important to mention that no negative value can 
standard deviation be. It is formulated as follows [38]. 

                        √
∑(    ) 

     
     (8) 

Where 𝑋 is each value in the sample t,    refers to sample 
means, and   is the number of values in the sample. 

F. Variance Ratio 

Statistically, variance (symbolized by σ^2) refers to the 
spread between numbers in a data set. In other words, variance 
calculates how far every number is from the average (i.e., from 
other numbers in the group). Both traders and analysts use it to 
find volatility through the dataset. Variance is calculated as 
follows [39]: 

    
∑ (     

  )  
   

 
                      (9) 

Where    refers to the mean of all values in the dataset,    
is each value in the dataset, and   is the number of values in 
the dataset. 

VIII. FAST HYBRID DEEP NEURAL NETWORK 

A. Preliminaries 

In the state-of-the-art, researchers and authors who use 
transfer learning for COVID-19 detection need to consider the 
trade-offs between accuracy and computational resources, as 
well as the time required to fine-tune the model on large 
datasets. It is important to carefully balance these factors to 
ensure that transfer learning can be applied effectively in the 
state of the art for COVID-19 detection. These trade-offs are 
not easy to ensure.  Although the ensemble model can enhance 
the efficiency of each model separately, its implementation 
requires fine-tuning the aforementioned deep models which is 
a very challenging task since it requires powerful machines. 

Alternative methods have been proposed to extract deep 
features and feed them into an SVM classifier without utilizing 
transfer learning, as demonstrated in [40]. However, this 
approach is less time-consuming, but it lacks a high 
generalization power because the extracted features are tailored 
to the ImageNet dataset initially used to train the model. 
Consequently, the SVM classifier may not achieve a very high 
accuracy level. 

To solve this problem, the proposed HFDNN aims to 
extract features using LDA and apply some feature engineering 
to feed a DNN for detection. This strategy will avoid fine-
tuning existing models to large datasets, and considerably 
speed up the training process. Before the dataset was enlarged, 
it underwent preprocessing, and the best features were 
extracted using LDA. Next, we altered it from two dimensions 
to one dimension to shorten training time and hardware needs. 
By using this method, existing models won't need to be 
adjusted for large datasets, and the training process will be 

greatly accelerated. In this section, we explain our proposal, the 
fast hybrid deep Convolutional Neural Network model to 
detect COVID-19 from CXR images. 

B. Modeling 

A rapid diagnosis of COVID-19 is necessary to treat and 
control the disease. CXR is an essential tool that can be used to 
find COVID-19. Therefore, this study aims to improve 
classification accuracy and reduce training time and hardware 
requirements. Furthermore, it should accurately identify 
COVID-19 cases so doctors can treat patients appropriately. 
Therefore, we proposed to utilize a novel deep-learning method 
to predict COVID-19 using CXR images based on deep CNN.  
The proposed model implements the preprocessing on the 
dataset from CXR images in some steps before applying the 
proposed deep CNN for the COVID-19 classification. As 
explained later, our model‟s (FHDNN) objectives are the 
automatic identification of four classes: 1) normal, 2) lung 
opacity, 3) viral pneumonia, and 4) COVID-19. As it is named, 
FHDNN is a quick deep CNN used to classify CXR images for 
detected COVID-19. The proposed FHDNN deals with 
features (eighteen features) that must be one-dimensional. 
FHDNN takes an input package of features, processes it, and 
classifies it under specific categories.  It consists of several 
layers intertwined with each other and arranged in a way that 
makes it more highly. For each input data set, eighteen features 
pass through a series of convolution layers with filters, 
Pooling, and Fully Connected layers (FC) to classify objects 
with probabilistic values between (zero and one). The 
architecture of FHDNN for COVID-19 detection is depicted in 
Fig. 6. FHDNN comprises twenty-seven layers categorized as 
follows: 

• Eight Conv1D layers: Eight convolutional layers are 
used for feature extraction of type 1D. 

• Seven MaxPooling 1D layers. 

• Three Dense layers: They are divided into 1) One layer 
representing a fully connected layer in a convolutional 
neural network; and 2) two dense layers are placed 
before the Flatten to obtain robust features closer to 
them. 

• Eight LeakyReLU layers: The Activation function is 
LeakyReLU. 

• One Flatten layer: The full connection step in CNNs. 

C. Layers of FHDNN 

As mentioned earlier, the FHDNN is expected to achieve 
accurate classification results due to dealing with one-
dimension CXR images (after preprocessing datasets). Table I 
lists and explains the FHDNN layers in terms of Filters, 
Strides, and Padding. We listed detailed explanations and 
clarification of each layer with the activation and setting of all 
parameters in each layer. The difference is the structure of the 
input data and how the filter (also called a feature detector or a 
convolution kernel) moves across the data. It is worth 
mentioning that the attained FHDNN model layers and their 
parameters in this network are one-dimensional (will be 
explained and shown according to the order of layers). 
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Fig. 6. FHDNN architecture. 

TABLE I.  INFORMATION OF FHDNN LAYERS 

No Layer Filter Strides Padding 

1.  Max pooling 1D-1 16 1 - 

2.  LeakyReLU-1 - - - 

3.  Convolution 1D -1 16 1 Valid 

4.  Max pooling 1D-2 32 1 - 

5.  LeakyReLU-2 - - - 

6.  Convolution 1D-2 32 1 Valid 

7.  Max pooling 1D-3 32 1 - 

8.  LeakyReLU-3 - - - 

9.  Convolution 1D-3 32 1 Valid 

10.  Max pooling 1D-4 128 1  

11.  LeakyReLU-4 - - - 

12.  Convolution 1D-4 128 1 Valid 

13.  Dense 1D-1 128 - - 

14.  Max pooling 1D-5 256 1 - 

15.  LeakyReLU-5 - - - 

16.  Convolution 1D-5 256 1 Valid 

17.  Max pooling 1D-6 512 1 - 

18.  LeakyReLU-6 - - - 

19.  Convolution 1D-6 512 1 Valid 

20.  Dense 1D-2 1024 - - 

21.  Max pooling 1D-7 1024 1 - 

22.  LeakyReLU-7 - - - 

23.  Convolution 1D-7 1024 1 Valid 

24.  LeakyReLU-8 - - - 

25.  Convolution 1D-8 50 1 - 

26.  Dense 1D-3 4 - - 

27.  Flatten 1D-1 50 - - 

The utilized layers are arranged as follows: 

• Eight convolutional layers in the proposed lightweight 
CNN model have sequential filters (16, 32, 32, 128, 
256, 512, 1024, and 50). This layer applies kernels that 
slide through the pattern to extract low- and high-level 
features [41]. The kernel is a (one × three) shaped 
matrix to be transformed with the input pattern matrix. 
The stride is (one × one) that parameter is the number 
of steps tuned for shifting over the input matrix. During 
the design process, the padding was omitted from the 
border elements. The padding is designated as „VALID‟ 
in the remaining convolutional layers and does not 
consider the boundary components. 

• Eight LeakyReLU layers are set to (alpha=0.3). The 
activation function LeakyReLU is used as an activation 
function after every convolutional layer. The 
LeakyReLU layers were used twice after the 
convolutional layer with filter size 128. Next, the third 
layer after the LeakyReLU layer is the pooling layer. 

• The pooling layer is usually applied to the created 
feature maps. It aims to reduce the number of feature 
maps and network parameters by applying 
corresponding mathematical computation.  A (one × 
one) max pool is used seven times after each 
convolutional block. 

• As we propose a lightweight FHDNN model, three 
dense layers have been used. The dense layer performs 
a matrix-vector multiplication, and the values used in 
the matrix are parameters that can be trained and 
updated with the help of backpropagation. The output 
generated by the dense layer is an „n-dimensional 
vector. The activation function (linear) uses the two 
dense layers by setting the vector sequential as follows 
(128, 1024). The activation function (softmax, 4) is the 
last dense layer to classify four classes. 
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• Lastly, to flatten the matrix into a vector, a flattening 
layer was used once. Additionally, the most and last 
crucial layer of FHDNN is fully connected. This layer 
functions like a multilayer perceptron. Rectified linear 
unit (LeakyReLU) activation function is commonly 
used on a fully connected layer. In contrast, the softmax 
activation function is used to predict output images in 
the last layer of a fully connected layer. This step will 
look at the softmax regression used for multi-class 
classification problems. 

Now, we can explain the experimental parameters obtained 
from each layer at the proposed system procedures 
implementation on the CXR Images for diagnosis of COVID-
19. As listed in Table II, the FHDNN model includes a mix of 
convolution neural network layers. Afterward, the parameters 
of every layer in the FHDNN are presented to show the success 
of the submitted diagnosis of COVID-19 by using CXR 
images. The total number of parameters is 3,303,494, and the 
batch size equals 64. Finally, Table II also summarizes the 
proper trainable parameters for each layer of the FHDNN 
model. 

TABLE II.  SUMMARY OF THE FHDNN MODEL 

Layer (type) Output Shape 
Number of 

parameters 

Conv1d (Conv1D) (None, 16, 16) 64 

Leaky_re_lu (LeakyReLU) (None, 16, 16) 0 

Max_pooling1d (MaxPooling1D) (None, 16, 16) 0 

Conv1d_1 (Conv1D) (None, 14, 32) 1568 

Leaky_re_lu_1 (LeakyReLU) (None, 14, 32) 0 

Max_pooling1d_1 (MaxPooling1D) (None, 14, 32) 0 

Conv1d_2 (Conv1D) (None, 12, 32) 3104 

Leaky_re_lu_2 (LeakyReLU) (None, 12, 32) 0 

Max_pooling1d_2 (MaxPooling1D) (None, 12, 32) 0 

Conv1d_3 (Conv1D) (None, 10, 128) 12416 

Leaky_re_lu_3 (LeakyReLU) (None, 10, 128) 0 

Leaky_re_lu_3 (LeakyReLU) (None, 10, 128) 0 

Max_pooling1d_3 (MaxPooling1D) (None, 10, 128) 0 

Dense (Dense) (None, 10, 128) 16512 

Conv1d_4 (Conv1D) (None, 8, 256) 98560 

Leaky_re_lu_5 (LeakyReLU) (None, 8, 256) 0 

Max_pooling1d_4 (MaxPooling1D) (None, 8, 256) 0 

Conv1d_5 (Conv1D) (None, 6, 512) 393728 

Leaky_re_lu_6 (LeakyReLU) (None, 6, 512) 0 

Max_pooling1d_5 (MaxPooling1D) (None, 6, 512) 0 

Conv1d_6 (Conv1D) (None, 4, 1024) 1573888 

Leaky_re_lu_7 (LeakyReLU) (None, 4, 1024) 0 

Max_pooling1d_6 (MaxPooling1D) (None, 4, 1024) 0 

Dense_1 (Dense) (None, 4, 1024) 1049600 

Conv1d_7 (Conv1D) (None, 2, 50) 153650 

Flatten (Flatten) (None, 100) 0 

Dense_2 (Dense) (None, 4) 404 

IX. PERFORMANCE EVALUATION 

A. Evaluation Metrics 

After the model is trained, we evaluate its performance 
using the images of the testing dataset. In this work, we 
adopted the following evaluation matrices: Accuracy, 
Precision, Recall, and F1-Score. Before delving into the results, 
we need to explain these metrics. After the model‟s movement, 
the FHDNN‟s performance on the testing dataset was 
evaluated. It is important to mention that this study did not use 
cross-validation. Therefore, the holdout validation technique 
has been used instead because the dataset has enough samples 
for testing and training. 

A confusion matrix table is usually used to explain the 
classifier‟s performance (i.e., model classification) on a data 
set in which its actual cases are known. The confusion matrix 
comprises four parameters (TP, FP, TN, and FN). While TP 
and TN refer to the patient being classified correctly, FP and 
FN mean it misdiagnosed the case (i.e., classified incorrectly). 
This section briefly defines the evaluation metrics in AD 
classification. Following, we explain the evaluation metrics. 

1) Accuracy: It is widely used to measure the model‟s 

accuracy validation (training) or classification. As mentioned 

above, via a confusion matrix, the number of TP, TN, FP, and 

FN are calculated, which further helps check the proposed 

model‟s efficacy. Accordingly, as formulated in Eq. (1), the 

accuracy is the number of correct classifications (i.e., TP and 

TN) divided by the total number of classifications. 

           
     

           
         (10) 

2) Precision: It calculates how many cases classified as 

positive (infection) by the model was supposed to be indicated 

as positive. It is defined as the ratio of classified TPs to the 

total number of classified positives (correctly (TP) and 

incorrectly (FP). Thus, it is formulated as follows. 

          
  

     
                  (11) 

3) Recall: The third measure of the confusion matrix is 

Recall (or sensitivity). The recall is the number of positive 

cases foretold adequately by the model is estimated by the 

recall, sensitivity, or “actual positive rate. Recall calculates 

how well the model has classified the positive examples. It is 

defined as the ratio of classified TPs to the real positives and is 

written as follows. 

       
  

     
                    (12) 

4) F1-score: It is the harmonic mean of precision and 

recall. Perfect precision and Recall can achieve the highest F-

score (i.e., close to 1). 

              
(                  )

                  
        (13) 

Preparing the dataset preprocessing is one of the prime 
aspects of training and testing deep learning for the desired 
results. The CXR images have passed through multi-steps in 
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preprocessing before entering the FHDNN layers, providing an 
accurate effect in the classification procedure. 

B. Model Performance 

The training time required to train the FHDNN algorithm is 
important to look at the accuracy obtained from the 
classification algorithm. For instance, 100 epochs are 
recommended in FHDNN training. When using FHDNN, the 
training time is 14 sec, which differs from the attained feature 
extraction algorithms. The obtained error rate (α) from training 
the classifier is 0.0001. Table III lists the results of applying 
FHDNN with the four classes (COVID-19 class, normal, lung-
opacity, and viral Pneumonia, based on the performance 
confusion matrix. As listed in Table III, the performance 
metrics of the proposed modes achieved the following results. 
Firstly, the accuracy of the model reached 99.9%. Secondly, 
the model‟s foretelling of positive samples is assessed by 
precision. Meanwhile, the models‟ level of precision showed 
that FHDNN has the most fantastic weighted average value of 
99.9% for the four classes. Thirdly, the actual positive rate 
(sensitivity) measures the number of positive cases correctly 
foretold by the model. The Sensitivity of the model reached 
99.9%. Lastly, the F1-score achieved an almost perfect value, 
99.9%. 

TABLE III.  PERFORMANCE OF THE PROPOSED MODEL 

Type Accuracy Precision Recall F-score 

COVID-19 99.9% 99.9% 99.9% 99.9% 

Normal 99.9% 99.9% 99.9% 99.9% 

Lung- Opacity 99.9% 99.9% 99.9% 99.9% 

Viral Pneumonia 99.9% 99.9% 99.9% 99.9% 

C. FHDNN vs. Counterparts 

Using CXR images, many DL models-based COVID-19 
classification systems have been utilized widely. For example, 
AlexNet, ResNet, VGG16, VGG19, and GoogleNet. To 
demonstrate the superiority of our work, we compare it with 
the achievements of some CNN-based models in the literature. 
The comparisons are based on: classification classes, accuracy, 
precision, recall, F-score, and training time. Additionally, we 
compared our proposal with 12 studies that utilized CNN 
models. 

Before comparing the models with ours, it is important to 
mention that the convolutional layers for MobileNetV2, 
DenseNet-121, ResNet50, VGG19, and ChestX-Ra6 are 53, 
121, 50, 16, and 6, respectively. Their training times are 
6457.20, 7571.84, 7018.10, 8215.94, and 6150.62 sec, 
respectively (see Fig. 7). It is important to mention that 
different computer configurations could provide different 
results. Although some studies calculated the training time, 
they consumed a very long training time. Specifically, the 
models completed the training in thousands of seconds (i.e., 
hours). On the other hand, our model needed only 13 sec. 
Some examples can be found in references [27] [42-52]. 
Except for the study [50], most models performed on 3 and 2-
class classifications. However, our model is better than [50] in 
all evaluation metrics (accuracy, precision, recall, and F-score). 
Furthermore, our training time is significantly less than it. 
Similar to our work, the models [42] classified four classes; 

however, our model outperformed in performance evaluation 
metrics and training time. Accordingly, our model 
outperformed the counterparts. 

When it comes to detecting COVID-19 using transfer 
learning techniques, one of the significant challenges is the 
amount of time it takes to apply these methods to large 
datasets. This process is particularly time-consuming when 
dealing with large amounts of data of CXR images, as the 
model needs to be fine-tuned to adjust its parameters. This 
requires retraining the model on the new data, which can take a 
significant amount of time, even with powerful computing 
resources. As a result, researchers and practitioners who use 
transfer learning for COVID-19 detection need to consider the 
trade-offs between accuracy and computational resources, as 
well as the time required to fine-tune the model on large 
datasets. It is important to carefully balance these factors to 
ensure that transfer learning can be applied effectively in the 
state of the art for COVID-19 detection. These trade-offs are 
not easy to ensure. To solve this problem, the proposed 
HFDNN aims to automate COVID-19 disease classification to 
maintain high accuracy and reduce execution time. The dataset 
was first preprocessed before being extended and the best 
features were retrieved using LDA. Next, in order to decrease 
training time and hardware requirements, we changed it from 
two dimensions to one dimension. This strategy will avoid 
fine-tuning existing models to large datasets, and considerably 
speed up the training process as shown in Fig. 7. 

 
Fig. 7. Training time of each model (sec). 

D. Performance matrix and comparison with related works 

In this subsection, we explain the performance matrix and 
comparison with related works. Though the model is complex 
in architecture, it has twenty-seven convolutional layers. Still, 
the model classification performance is better than the other 
models. One of the main concerns of this study is designing a 
model that provides higher classification accuracy and reduces 
the training time with the lowest requirement hardware for 
large or small amounts of data. For that reason, a lightweight 
FHDNN model has been designed to measure whether it 
performed well for these criteria in the case of a multiclass 
environment. 

1) Accuracy: Fig. 8 shows the tested obtained accuracy 

using some of the models of DL and our work. It is clear from 

the figure that our model achieved the highest classification 

accuracy, which has an accuracy of 99.9%. 
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Fig. 8. The accuracy of the models. 

2) Precision: The second is the precision that assesses the 

model precision in foretelling positive samples. Meanwhile, the 

six models‟ level of precision showed that FHDNN has the 

most excellent weighted average value (99.9%) for four classes 

than other models. Fig. 9 shows that the precision of FHDNN 

has the most excellent weighted average value (0.999) for four 

classes than other models of CNN. 

 
Fig. 9. The precision of the models. 

3) Recall: As shown in Fig. 10, the results show FHDNN 

method outperforms the close models of CNN in a variety of 

weighted average sensitivities. The FHDNN determined 

weighted average has (0.999) of sensitivity, but the VGG19 has 

(0, 98), GoogleNet has (0, 92), DenseNet201 has (0.92), etc. 

4) F1-score: As mentioned earlier, the F1-score is the 

harmonic mean of precision and recall. As shown in Fig. 11, 

the F1- score value of the different models also shows that the 

FHDNN has a value (of 99.9%), the highest compared to the 

related work comparison models. The results state that DL 

methods outperform the comparative models in classification 

F1-score (percentage). 

 
Fig. 10. Recall (sensitivity) of the models. 

 
Fig. 11. F1-score of the models. 

This article presented a DL method for fast detection and 
classification of COVID-19 disease. The preprocessing stage 
has been performed on the dataset to achieve better speed and 
accuracy. The comparison demonstrated that we achieved 
better results than some relevant previous works, knowing that 
it dealt with an extensive and unbalanced database. 
Furthermore, different DL models were applied to the same 
dataset for comparison, but they got lower results in all 
measures than in our proposal, FHDNN. The result states that 
FHDNN possesses the highest important parameters that 
measure each model‟s performance compared with other CNN 
models. Meanwhile, our model‟s accuracy, precision, and 
sensitivity show that FHDNN has 99.9% of the most 
outstanding value. The F1-score value of the DL models also 
states that the FHDNN has 99.9% and stays the most excellent 
weighted average compared to the CNN comparison models 
with less than FHDNN a value. 

X. CONCLUSION 

COVID-19 is one of the cases in which doctors and 
medical physicians face difficulties in correctly identifying 
these diseases. CXR imaging has several advantages over other 
imaging and detection techniques. If trained correctly, a 
machine can classify CXR images more accurately than a 
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human. Numerous results have reported COVID-19 detection 
from a smaller or large set of CXR images. However, the 
literature did not say the effect of image enhancement and lung 
x-ray preprocessing of a large or small dataset of CXR images. 

Therefore, this article proposed a novel lightweight new 
deep CNN (FHDNN) model to detect COVID-19 diseases 
using CXR images. To calculate our model‟s performance for 
detecting COVID-19 diseases, we trained our model using 
21,165 CXR images after completing all preprocessing stages. 
These are classes unbalanced using various preprocessing 
techniques such as gray image level, resizing, and then 
enhancement by histogram equalization. Furthermore, we 
proposed extracting the best features by LDA, then the feature 
expansion approach and converting from two-Dimension to 
one-Dimension reduce time training. The proposed FHDNN 
model for multiple classifications (normal, pneumonia, lung-
opacity, and COVID-19) achieved 99.9% in all performance 
metrics (accuracy, precision, recall, and F1-score). These 
results demonstrated the superiority of our model over the 
proposed CNN models (previous works). Our FHDNN model 
has achieved excellent performance in diagnosing COVID-19 
by using CXR Images, which can help medical physicians 
diagnose these diseases correctly. In the future, we intend to 
apply the model and improve it for diagnosing other diseases 
by CXR images. 
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