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Abstract—In order to accurately predict the changes in the 

throughput of port petrochemical products and facilitate the 

formulation of relative decisions, this paper analyzes the factors 

affecting the throughput of port petrochemical products in a city 

through the GRA method. After sorting and selection, PCA 

method is used for pretreatment. In the SVM algorithm, ICSO is 

used to obtain the best parameters and improve the prediction 

accuracy and efficiency. In view of the variability of future 

development, three development scenarios are set up to prepare 

for the throughput forecast of petrochemical products in a city's 

port. The results show that the optimization speed of ICSO 

algorithm is very fast. When the training iteration is 20, the best 

fitness value is obtained, which is 0.0572. The training effect of 

ICSO-SVM algorithm is good, the gap between it and the 

original data is small, and the overall trend is close to the original 

data. In the test prediction, ICSO-SVM algorithm has the best 

prediction effect, and its MAE, RMSE and MAPE are the 

smallest. The minimum MAE is 762.2, 477.0 smaller than 

CSO-SVM algorithm, and the latter's MAE is 1239.2. The 

minimum MAPE of the proposed algorithm is 1.05%, while that 

of CSO-SVM algorithm is 1.71%. In general, the prediction error 

of ICSO-SVM algorithm is smaller. After the prediction of 

different development scenarios, the throughput of petrochemical 

products in a port of a city shows an increasing trend in the next 

five years. This method can be applied to the development 

forecast of port petrochemical products and provide reference 

for decision-making. 

Keywords—Support vector machine algorithm; port 
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I. INTRODUCTION 

With the continuous development of the economy, the 
heavy chemical industries on both sides of the Yangtze River 
are facing deep adjustment. Due to the low economic 
efficiency of the chemical siege movement, the waste of land 
resources and the pollution of the ecological environment have 
resulted in the lack of impetus for the integration and 
development of port clusters, petrochemical industry clusters 
and urban clusters, that is, it is difficult for the three to 
coordinate [1-3]. In order to promote the coordinated 
development of port, industry and city, it is necessary to 
analyze the development of each integrated part in depth. 
Some scholars choose Support Vector Machine (SVM) to 
predict the port throughput when studying it. In order to 
explore the impact of market indicators, they use this indicator 
as the input of the prediction model. Through experimental 

tests, the model has achieved good prediction results and can 
predict port throughput [4]. To predict the power in the Kanto 
region, some scholars choose SVM algorithm to build relevant 
multi-network configuration predictors. After testing, the 
accuracy of prediction has been improved, and the test effect 
is good [5]. Therefore, when studying the throughput of port 
petrochemical products, SVM algorithm is selected as the 
prediction algorithm. In the analysis and processing of the 
factors affecting the throughput of port petrochemical 
products, the grey correlation analysis (GRA) and principal 
component analysis (PCA) are used for correlation analysis 
and processing to predict the throughput of port petrochemical 
products more accurately. By predicting the throughput of 
petrochemical products in ports, it is beneficial for ports to 
grasp the direction of business development and actively 
promote the rational layout of port logistics networks. The 
study was divided into four parts. The second part is a 
literature review, which introduces the research of domestic 
and foreign scholars on port development and port throughput, 
the good performance of SVM algorithm in forecasting and 
the relevant application research of PCA and GRA method in 
data analysis, among which these three methods are also 
suitable for port throughput forecasting research. In the third 
part, PCA method and GRA method are proposed to deal with 
the factors affecting the throughput of petrochemical products 
at port. ICSO-SVM algorithm is used to predict the throughput 
of petrochemical products at port. The fourth part carries on 
the empirical analysis of port petrochemical product 
throughput prediction, and the results show the superiority of 
ICSO-SVM algorithm. 

II. RELATED WORK 

To promote the development of the integration of port, 
industry and city, the transformation of petrochemical industry 
is necessary. Relevant parties need to adjust their industrial 
layout, strengthen the internal power of coordinated 
development, and protect the ecological environment while 
coordinating development. During the transformation of the 
petrochemical industry, some scholars simulated the 
development of the transportation volume of the port 
petrochemical industry to understand its development trend 
and make better decisions. In the face of the transportation 
problem of petrochemical products, An H and others adopted 
the relevant comprehensive short-term scheduling model for 
scheduling. They used heuristic algorithms. The data set test 
confirmed the superiority and low cost of this method [6]. 
Zhang selected the port and shipping industry of Ningbo as the 
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research object to study its development strategy. Taking the 
spatial scale as the starting point, they put forward their 
relevant strategic objectives, analyzed the relevant paths, and 
finally gave the relevant strategic integration model [7]. Wang 
and others analyzed the national economy and the role of port 
industry in it. They focus on their input and output, as well as 
the relevant time evolution process. They summarized relevant 
policy applications [8]. Ngoc et al. studied container port 
throughput management and applied control theory and chaos 
analysis. They optimize the port operation through the theory 
of sliding membrane control. The test verifies the 
effectiveness of this method [9]. 

Zhang et al., faced with the problem of carbon price 
prediction, chose the least squares SVM to predict it. When 
processing raw data, they choose the empirical model. The 
results show that the method is effective and feasible [10]. 
Praveena et al. detected epileptic seizures and processed the 
collected data through PCA dimensionality reduction by 
intelligent means. They use SVM to classify them. After 
verification, the application effect of this method is good [11]. 
Song et al. carried out earthquake early warning P-wave 
prediction on the basis of SVM. After model training, the test 
error of this method is small [12]. In order to predict PM2.5 of 
air pollution, Lai X et al. carried out relevant prediction by 
improving SVM algorithm on the basis of feature selection. 
The results confirmed the availability of this method [13]. 
Huang J et al. faced the problem of analyzing the factors 
affecting the calcination temperature of a vertical furnace, and 
based on orthogonal design, chose the GRA method to 
quantify the significant factors involved. According to the 
analysis results, the influence of volatile matter content is 
significant and is a key factor [14]. Chen C et al. used the 
PCA method to reduce the dimensionality of the relevant 
influencing factors in order to predict the phosphorus content 
at the endpoint of the Condi electric furnace, and input the 
processed results into the extreme randomization tree. The 
results show that the prediction effect is good [15]. Luo S et al. 
chose to improve the SVM algorithm when facing the problem 
of predicting the thermal state inside the blast furnace skull. 
After testing on the dataset, this method has high prediction 
accuracy [16]. 

To sum up, in the study of port throughput, there are 
relatively few researches on its cargo, which mainly focus on 
the port itself and analyze the development of the port. The 
researches on cargo throughput are not deep enough. In order 
to dig into the key factors affecting the development and 
change of the throughput of petrochemical products in port 
and obtain more accurate throughput prediction results, this 
study takes the throughput of petrochemical products in port 
as the research object and studies its development trend. 
Through GRA method and PCA method, the key influencing 
factors are dug out. Considering the good effect of SVM 
algorithm in prediction, the improved SVM algorithm is used 
to carry out relevant research, which makes the prediction 
technology be innovatively improved and the prediction 
accuracy and generalization ability of the prediction model be 
enhanced. 

III. SIMULATION OF PORT PETROCHEMICAL INDUSTRY 

TRAFFIC VOLUME DEVELOPMENT BASED ON ICSO-SVM 

ALGORITHM UNDER THE BACKGROUND OF PORT INDUSTRY 

AND CITY INTEGRATION 

A. Treatment of Factors affecting Port Petrochemical 

Product Throughput based on GRA and PCA Methods 

In the continuous economic development, the integration 
of port and industry is an important way to develop regional 
economic, which is conducive to the transformation of 
petrochemical industry and accelerating the integration 
process. To understand the development trend of the 
petrochemical industry in the development of transportation 
volume, the article selects the port petrochemical product 
throughput as the research object and analyzes it. The change 
trend of the throughput of petrochemical products in a city's 
port in recent years is shown in Fig. 1. 

In Fig. 1, the throughput of port petrochemical products in 
2020 was lower than that in 2019. In 2021, the throughput of 
petrochemical products in the port returned to normal and 
increased to a certain extent, surpassing 2019. Although there 
were gaps in the throughput of petrochemical products in ports 
in different years, there was an overall growth trend. To study 
the causes of the changes in the throughput of port 
petrochemical products, this paper analyzes the influencing 
factors. Through consulting information and data acquisition, 
it is found that the throughput of port petrochemical products 
is affected by many factors. Based on these factors, the paper 
constructs a pre-selection index system of relevant influencing 
factors, as shown in Fig. 2. 

In Fig. 2, the indicator system includes four primary 
indicators, namely economic and trade level (EATL), regional 
development vitality (RDV), population and employment 
level (PAEL), port infrastructure conditions (PIC), and 14 
secondary indicators. In order to understand the correlation 
between these indicators and the throughput of port 
petrochemical products, the article selects the GRA method to 
analyze them. The greater the correlation, the stronger the 
corresponding correlation. In the GRA method, first set the 
original sequence ' [ ' (1), ' (2), , ' ( )]i i i iX x x x n , 

0,1,2, ,i l . The length of the number sequence is set to n , 

and there are 1l   index number sequences collected [17-19]. 

The difference sequence is solved for the initial value of each 
sequence, and its calculation formula is shown in Eq. (1). 

0Δ ( ) ' ( ) ' ( ) ,Δ (Δ (1),Δ (2), Δ ( ))i i i i i ik x k x k n    (1) 

In formula (1), Δ i
 represents the difference sequence and 

k  represents the sequence number. Solve the maximum 

difference and minimum difference between the two poles, as 
shown in Formula (2). 

max maxΔ ( ), min minΔ ( )i i
l kl k

M k M k   (2) 

In formula (2), M  represents the maximum difference 

between the two poles, and m  represents the minimum 

difference between the two poles. Solve the correlation 
coefficient 

0 ( )iγ k  and calculate the correlation degree. The 
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calculation formula is shown in formula (3). 

0 0
1

1
( ), 1,2,

n

i i
k

γ γ k i l
n 

      (3) 

In formula (3), 
0iγ  represents the degree of correlation. 

The software used for correlation calculation is MATLAB. 
Sort the relevant results according to the order from the largest 
to the smallest. According to the ranking of the correlation 
degree obtained, 13 indicators are selected as the prediction 
indicators required by the article. These indicators are in the 
top 13 in the ranking of correlation degree and have high 
correlation with the throughput of port petrochemical products. 
Among them, the top three indicators are GDP, total import 

and export of petrochemical products, and coastal berths. In 
particular, the correlation value corresponding to GDP is the 
largest. In order to better reflect the impact factors of port 
throughput, 13 indicators are included in the prediction model. 
However, the dimension of data is too large to have a certain 
impact on the prediction effect of SVM. Therefore, PCA 
method is adopted to reduce data redundancy and reduce the 
complexity of the problem [20-22]. It is a linear dimensionality 
reduction algorithm with practical significance, which can 
perform orthogonal transformation on high-dimensional data. 
The transformed data maintains the basic information of the 
original data. After the change of linearly related variables, the 
new variable formed has linear independence, which is also 
called principal component. 
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Fig. 1. Change trend of petrochemical product throughput in a port. 

First-level 

indicators

Total import 

and export of 

petrochemical 

products

Economic 

and trade 

level

Secondary 

indicators

Corresponding 

input

GDP per 

capita

Gross 

domestic 

product 

(GDP)

Secondary 

indicators

Corresponding 

input

Regional 

development 

vitality

Total 

social 

retail sales

Fixed asset 

investment in 

tertiary industry

Per capita 

disposable 

income

Total 

permanent 

population

Urbanizati

on rate

Length of 

coastal 

wharf

Port 

infrastructure 

conditions

Mileage of 

inland 

waterway

Coastal 

berth

10000 ton 

berth for 

production

1 3x

1 2x

1 1x 2 2x 2 3x

2 3x

3 3x

2 4x 3 2x3 1x 4 2x

4 1x 4 4x

4 3x

Population and 

employment

Per capita 

consumption 

expenditure

Total 

employment

 
Fig. 2. Pre-selection index system of influencing factors. 
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Fig. 3. Relevant process of PCA method. 

PAC method first normalizes all parameters to form a 
normalized matrix. Secondly, it obtains the eigenvalues and 
eigenvalues of R by constructing and solving the covariance 
matrix of R, and ranks them according to the variance of 
principal components. The number of principal components is 
determined by their contribution degree and cumulative 
variance contribution rate, and the eigenvalues are taken as the 
judgment criteria, which need to exceed 1, and the 
contribution rate need to be no less than 85%. The feature 
vector of the selected principal component is combined with 
the original data to obtain the required dimension-reduced 
principal component variable. Then, there are two test 
methods in dimension reduction, namely, Kaiser-Meyer-Olkin 
(KMO) test and Bartlett test. If the value of the former test 
method is greater than 0.5 and the value of the latter test 
method is less than 0.05, the principal component analysis can 
be performed. If the value of the former test method is greater 
than 0.8, and the value of the latter test method is less than 
0.01, it is particularly suitable for principal component 
analysis. The relevant process of PCA method is shown in Fig. 
3. 

After dimension reduction by PCA method, the principal 
components are obtained, and the correlation between the 
factors is eliminated, which maximizes the original main 
information. This method is simple, easy to implement, 
without parameter constraints, and has good objectivity. It can 
not only simplify the subsequent data processing, but also help 
the SVM model have better robustness. The PCA method is 
used to reduce the dimension of the selected 13 indicators. To 
better save the relevant information of the original data, the 
PCA method is used to process the secondary indicators under 
a primary indicator, and then the relevant secondary indicators 
of the remaining primary indicators are processed according to 
this method. The software used for PCA analysis is SPSS 
software. 

B. Application of ICSO-SVM Algorithm in Throughput 

Prediction of Port Petrochemical Products 

According to the relevant data characteristics of port 
petrochemical product throughput, forecasting and analysis by 

SVM algorithm can effectively overcome the problems of 
other models. Problems include insufficient sample size and 
poor model stability. This method is good at processing a kind 
of nonlinear data, which is characterized by small samples and 
high dimensions. The SVM algorithm is to find an optimal 
hyperplane. On both sides of the plane, the samples are 
farthest away from it, and the classification effect and 
robustness of the algorithm are also better [23-24]. In the 
distance between sample point and hyperplane, the relevant 
calculation formula is shown in formula (4). 

Tw x b
d

w


        (4) 

In formula (4), 
ix  represents sample point and d  

represents sample interval. The normal vector is expressed as 

w , b  means parameter. To further describe the sample 

interval, some training samples closest to the hyperplane on 
the hyperplane are found, and a formula that meets the 
conditions is given as formula (5). 

1, 1

1, 1

T

i i

T

i i

w x b y

w x b y

   


    

     (5) 

In formula (5), 
iy  represents the sample point. According 

to Formula (4) and Formula (5), the sum of the distance 

between the two support vectors and the hyperplane is 
2

2

w
. 

When this value is maximum, the corresponding sample 
discrimination is maximum. Analyze the nature of the sample 
and the degree to which it can be separated, and use the kernel 
function SVM as its learning method. Support vector machine 
regression (SVR) is widely used in classifiers. When 
constructing the regression function ( )f x , set the loss 

boundary as ε . When the distance between ( )f x  and 

sample is less than ε , an isolation band with the width of 2ε  

is formed. When the sample is in the isolation zone, the 
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prediction is correct. After the kernel function is applied, the 
relevant objective function is shown in equation (6). 

2

1

min ( ( ) )
2

N

ε i i
i

w
C f x y



         (6) 

In formula (6), the penalty factor is expressed as C , and 

the ε  insensitive loss function is expressed as 
εl . The 

relevant expression is shown in Eq. (7). 

0,

,
ε

if z ε

z ε else

 
 



       (7) 

In formula (7), z  represents the parameter. By adding 

relaxation variables 
iδ  and 

iδ
, the SVR problem is 

transformed. Combining Lagrange multipliers 
iα  and 

iα ,  

the relevant dual problem can be obtained, and then the 
optimal solution of SVR problem is shown in Eq. (8). 

1

( ) ( ) ( , )
N

i i i
i

f x α α K x x b


          (8) 

In formula (8), K  represents the parameter. In SVM, C  

and kernel function width σ  have a greater impact on its 

prediction effect. In view of this situation, radial basis 
function (RBF) is selected as the kernel function in this paper 
because of its strong generalization ability. In addition, to 
obtain the best parameters, the paper selects CSO algorithm 
for parameter optimization. Because of its poor processing 
effect on complex optimization problems, this paper optimizes 
it through two improvement strategies and obtains the 
improved CSO (Improved Chicken Swarm Optimization, 
ICSO) algorithm. Using chaos theory, the diversity of the 
algorithm is strengthened, and adaptive learning strategy is 
introduced. In the first strategy, due to the randomness of the 
initial population generation of CSO algorithm, it is easy to 
have a local optimal solution. Adding chaotic variables can 
avoid this situation. This variable can be generated by a 
specific chaotic map, and its initial population distribution 
range is much larger than the random variable, and can be 
combined with intelligent optimization methods. Among them, 
tent mapping is a typical method of generating chaotic 
sequence similar to tent, and the formula involved is shown in 
formula (9). 

   1

'' , ''
''

1 '' 1 , ''

i

i

i

x a x a
x

x a x a



 

  

    (9) 

In formula (9), ''ix  and 
0x  represent chaotic variables 

and initial variables respectively. The mapping coefficients are 
expressed as (0,1)a , and a group of chaotic sequences can 

be obtained by 
0x  iterating n  times. Compared with 

random sequence, the data distribution characteristics of the 
chaotic sequence of Ten-map are relatively stable, so the 
corresponding ''ix  is selected to replace the random number 

of CSO algorithm. In the adaptive learning strategy, the 
chicken's movement mode is improved, and the self-learning 

coefficient is added, so that the direction of its movement has 
a certain probability towards the cock, and the relevant 
calculation formula of the relevant improved strategy is shown 
in Formula (10) and Formula (11). 

1 * *( ) *( )t t t t t t

ij i ij mj ij rj ijx w x F x x R x x          (10) 

In formula (10), 
iw  represents the self-learning 

coefficient of chicks, and 
mx  represents the position of hens. 

At the time of t , the position of the individual is expressed as 
t

ijx , the fitness of the i th hen is expressed as 
if , and the 

chick random following parameter is expressed as F . r  

represents the cock's coefficient, and R  means the coefficient 

that follows the cock's movement, which will replace the 
chaotic variable. 

min min max min min

max

( )*( ) ( ),i avg i avg

i

w f f w w f f if f f
w

w else

    
 


(11) 

In formula (11), 
minw  and 

maxw  represent the minimum 

and maximum weight. The maximum fitness, minimum 
fitness and average fitness of chicken flocks are expressed as 

maxf , 
minf  and 

avgf  respectively. Combined with the 

improved CSO algorithm, the problem to be solved is the 
optimal problem on the bounded two-dimensional plane. Its 
goal is to find the 

minf  best individual. The individual f  of 

the chicken flock corresponds to the mean square error of 
prediction, that is, to find the minimum prediction error, and 
then the optimal parameters of SVM can be obtained. The 
throughput of port petrochemical products is predicted by 
ICSO-SVM algorithm. The data of the first 11 years in Fig. 1 
are classified as training sets, and the rest are test sets. First, 
data preprocessing and parameter setting are carried out. The 
basic model is the ε SVR  model. The system default value is 

0.1. Set the ICSO algorithm parameters, as shown in Fig. 4. 

In Fig. 4, according to the Ten-map chaotic algorithm, all 
chickens form initial positions. In the iterative process, 
individuals search for optimization in the search space 
according to their own way of movement. The individual 
identity is updated every 10 generations. The update is based 
on the current f . Keep iterating until the prediction error is 

less than 10-4 or the maximum iteration is reached, then the 
operation will be stopped. For data preprocessing, Z-core 
standardization method is selected, as Formula (12). 

'
H H

H
σ


        (12) 

In formula (12), 'H , H  and H  are mean normalized, 

original and original average data respectively. Mean Absolute 
Error (MAE) is used to evaluate the prediction effect, as 
Formula (13). 

1

1 T

t t
t

MAE s n
T 

          (13) 

In formula (13), T  represents the number of years, and 
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the real original value and predicted value of the t  year are 

ts  and 
tn  respectively. The evaluation index is Mean 

Absolute Percentage Error (MAPE), as shown in formula (14). 

1

1
*100%

T
t t

t
t

s n
MAPE

T s


      (14) 

The root mean square error (RMSE) as the evaluation 
index is shown in formula (15). 

2

1

1
1, 2,

T
t t

t
t

s n
RMSE t T

T s


   (15) 

After the prediction results are obtained, they are 
compared with other prediction methods to verify the 
reliability of the methods used in the article. Overall, the 
model building process is shown in Fig. 5. 

In Fig. 5, several comparison models are applied to test 
and verify the performance of the methods used in the article. 
During the comparative experiment, the same data sets were 
used. These comparison methods are shown in Fig. 6. 

After testing the method, it is applied to the throughput 
prediction of petrochemical products in a port of a city. 
Considering the uncertainty of future development, this paper 
uses scenario prediction method to predict the throughput of 
petrochemical products in a city's future port. First, according 
to the policy documents of a city and its development rules, 
different scenarios are set to reflect different development 
situations. The middle-aged change rate of different scenarios 
is set to obtain the corresponding future value. These values 
are entered into the model. Through the trained model, the 
throughput under different scenarios is predicted and the 
relevant outputs are obtained. 
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IV. PREDICTION AND ANALYSIS OF PORT PETROCHEMICAL 

PRODUCT THROUGHPUT 

This paper uses the GRA method to deal with the impact 
indicators of the throughput of petrochemical products in a 
port of a city, so as to analyze the correlation between the 
various impact indicators. After processing by the GRA 
method, the correlation value of each indicator in the impact 
indicator system is shown in Fig. 7. 

Fig. 7 shows that the grey correlation degree values of the 
impact indicators on the throughput of petrochemical products 
in different ports are different. Among these indicators, the 
grey correlation degree value of 

11'x  indicator is the largest, 

0.882. The second is 
13'x , whose grey correlation value is 

0.011 less than 
11'x . The grey correlation value of 

13'x  is 

0.871. The grey correlation degree values of indicators 
22'x , 

12'x  and 
24'x  are 0.854, 0.849 and 0.817 respectively. The 

grey correlation degree value of indicator 
12'x  is 0.032 

higher than 
24'x . The index with the lowest grey correlation 

value of the impact index is 
32'x , and its grey correlation 

value is 0.571, which is less than 0.6, that is, the urbanization 
rate has a weak correlation with the throughput of 
petrochemical products in a city's port. In addition to the 
urbanization rate, the other 13 impact indicators have a strong 
or general correlation with the throughput of petrochemical 
products in the port of the city. Among them, GDP, total 
import and export of petrochemical products, coastal berths 
and the throughput of petrochemical products in the port of a 
city have a strong correlation. GDP is the most critical impact 
indicator. Therefore, 13 impact indicators other than 
urbanization rate are selected as the input data of the 
prediction model. The training data selects the data from 2006 
to 2016. After preprocessing, the ICSO-SVM algorithm is 
trained through the processed data, and the relevant results are 
shown in Fig. 8. 
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Fig. 7. Grey correlation degree value of impact index. 
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Fig. 8. Algorithm iterative optimization and training fitting results. 
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Fig. 8(a) shows the iterative optimization process of ICSO 
algorithm. Fig. 8(b) shows the training results of ICSO-SVM 
algorithm. In Fig. 8(a), the average fitness value of the ICSO 
algorithm is different under different iterations. The optimal 
fitness decreased slowly and then stabilized. When the 
iteration number is 12, the average fitness value of the ICSO 
algorithm is 0.13, which is 0.05 less than the average fitness 
value of the iteration number of 10. When the iteration 
number is 28, the average fitness value of ICSO algorithm is 
the largest, and its average fitness value is 0.24. For the best 
fitness of ICSO algorithm, when the iteration number is 10, 
the best fitness value is 0.0607, which is 0.0029 less than that 
when the iteration number is 1, and the best fitness value of 
the latter is 0.0636. When the iteration number is 20, the best 
fitness value of the ICSO algorithm is 0.0572, and the ICSO 
algorithm begins to converge. Therefore, the optimization 
speed of the proposed algorithm is fast and the error is low. In 
Fig. 8(b), according to the line chart of the predicted value of 
different years and the original data, the two fit well and the 
fitting result is good. In 2007, the original data was 353.71 
million tons, and the forecast data was 348.09 million tons, 
which was 5.62 million tons less than the former. In 2008, the 
forecast data was 366.65 million tons, 180000 tons more than 
the original data. Therefore, the gap between the two is small. 
The prediction results of different algorithms in the test set are 
shown in Fig. 9. 

In Fig. 9, according to the broken line of the prediction 
results of different algorithms, the broken line of the 
prediction results of the ICSO-SVM algorithm is closest to the 
broken line of the original data. The distance between other 
polylines and the polyline where the original data is located is 
different. In 2017, the forecast result of ICSO-SVM algorithm 
was 478.53 million tons, and the original data was 472.82 
million tons, the former was 5.71 million tons more than the 
latter. In 2019, the prediction results of ICSO-SVM algorithm, 
CSO-SVM algorithm and PSO-SVM algorithm were 449.73 
million tons, 441.03 million tons and 412.6 million tons 
respectively, while the original data was 453.8 million tons. 
The gap between the predicted results of ICSO-SVM 
algorithm and the original data is the smallest. In 2021, the 
predicted results of SVM algorithm and ICSO-SVM algorithm 
are 378.56 million tons and 482.05 million tons respectively, 
which are 110.54 million tons and 7.05 million tons less than 
the original data. Quantify the prediction error of the 
algorithm and the relevant results are shown in Fig. 10. 

In Fig. 10(a), different algorithms correspond to different 
MAE and RMSE. In terms of MAE, the MAE of ICSO-SVM 
algorithm is 762.2, 477.0 smaller than CSO-SVM algorithm, 
and the MAE of the latter is 1239.2. The MAE of GA-SVM 
algorithm is 1905.0, and that of SVM algorithm is 2116.4. The 
maximum MAE of BP algorithm is 2473.0, which is 1710.8 
larger than that of ICSO-SVM algorithm, and the latter has the 
minimum MAE. In terms of RMSE, the minimum RMSE of 
ICSO-SVM algorithm is 814.7, while the maximum RMSE of 
BP algorithm is 2792.4. In Fig. 10(b), the minimum MAPE of 
ICSO-SVM algorithm is 1.05%, which is 0.66% smaller than 
CSO-SVM algorithm. Therefore, ICSO-SVM algorithm has 
the best prediction effect. The algorithm without influencing 
factor analysis is 14-ICSO-SVM algorithm, and the prediction 
results under different pretreatment methods are shown in Fig. 
11. 

In Fig. 11(a), the prediction results obtained by the two 
pretreatment methods differ greatly. Compared with 
14-ICSO-SVM algorithm, ICSO-SVM algorithm has smaller 
MAE and RMSE values. The MAE value of ICSO-SVM 
algorithm is 762.2, 1016.4 less than that of 14-ICSO-SVM 
algorithm, and the MAE value of the latter is 1778.6. The 
RMSE values of ICSO-SVM algorithm and 14-ICSO-SVM 
algorithm are 814.7 and 1901.7 respectively. In Fig. 11(b), the 
MAPE values of ICSO-SVM algorithm and 14-ICSO-SVM 
algorithm are 1.05% and 2.38% respectively, the latter is 1.33% 
higher than the former. The results further show that the GRA 
and PCA analysis of the data before the model prediction is 
conducive to reducing the prediction error. Input the influence 
factors after pretreatment into the trained model, and predict 
the throughput of petrochemical products in a city's port from 
2023 to 2027 according to different development scenarios. 
Fig. 12 gives the results. 

In Fig. 12, the predicted value under the high-speed 
development scenario is the largest. Under the same 
development scenario, the throughput of petrochemical 
products increased year by year. Under the low-speed 
development scenario, the forecast result in 2023 is 483.25 
million tons, 27.14 million tons less than that in 2025. The 
forecast result in 2027 is 53.152 million tons. In 2026, the 
forecast results under the baseline development scenario and 
the high-speed development scenario are 528.75 million tons 
and 533.15 million tons respectively, 12.53 million tons and 
59.33 million tons less than the corresponding development 
scenario in 2027. 
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Fig. 9. Prediction results of different algorithms. 
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Fig. 10. Prediction error of different algorithms. 
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Fig. 11. Prediction results under different pretreatment methods. 
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Fig. 12. Prediction results under different scenarios. 

In the throughput prediction of petrochemical products at a 
port in a certain city, the influencing factors of throughput 
development will affect the prediction results. By screening 
out key influencing factors, the prediction results are superior 
to those without considering the influencing factors. Some 
scholars take into account the influencing factors of FDT 
when predicting the finish rolling discharge temperature 
(FDT). From the results, it can be seen that considering the 
influencing factors, the prediction accuracy of FDT is higher 
[25]. It can be seen that mining key influencing factors is 
beneficial for improving prediction accuracy. The model 

parameters will affect the prediction accuracy of the SVM 
algorithm, and the more suitable the parameters are, the higher 
the prediction accuracy of the algorithm. Some scholars 
choose SVM algorithm to optimize algorithm parameters 
through simulated annealing algorithm when predicting 
student grades, in order to obtain the best parameters. After 
verification, the optimized SVM algorithm has better 
prediction performance [26]. It can be seen that optimizing 
parameters can improve the prediction accuracy of the 
algorithm. When predicting the throughput of petrochemical 
products, a more comprehensive and scientific consideration 
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of key influencing factors and optimization of SVM algorithm 
parameters can yield more accurate prediction results, making 
the obtained results more valuable for reference and providing 
an effective universal prediction tool for decision-makers. 

V. CONCLUSION 

Under the background of the integration of port and 
industry, to understand the development of the port 
petrochemical industry, this paper takes the throughput of port 
petrochemical products as the research object, analyzes its 
impact factors through the GRA method, and studies its 
correlation with different impact indicators. The index is 
sorted and selected based on the grey correlation degree, and 
the selected influence index is pretreated by PCA method as 
the input of the prediction model. The research improves the 
SVM algorithm through the ICSO algorithm, so as to train and 
test the preprocessed data. At the end of the study, the 
throughput of petrochemical products in the port of a city in 
the next five years is predicted. The results show that the 
optimal fitness value of ICSO algorithm is 0.0572, and the 
corresponding iteration number is 20. The optimization speed 
of the algorithm is fast and the error is low. In the training 
results of ICSO-SVM algorithm, the predicted value is close 
to the line corresponding to the original data, and the 
difference between the two data is small. Among the test 
results of different algorithms, the gap between the predicted 
results of ICSO-SVM algorithm and the original data is the 
smallest. In terms of prediction error, ICSO-SVM algorithm 
has the smallest MAE, RMSE and MAPE. The minimum 
MAE is 762.2, 1710.8 less than BP algorithm. Its minimum 
MAPE is 1.06%, which is 0.65% smaller than CSO-SVM 
algorithm. Among the different preprocessing methods, the 
prediction result of ICSO-SVM algorithm is better than that of 
14-ICSO-SVM algorithm. The former has the lowest MAE, 
RMSE and MAPE. The MAPE values of ICSO-SVM 
algorithm and 14-ICSO-SVM algorithm are 1.05% and 2.38% 
respectively, and the latter is 1.33% higher than the former. 
Through the prediction of the throughput of petrochemical 
products in a city's port, its throughput is increasing year by 
year. Under the high-speed development scenario, the forecast 
result in 2027 is 592.48 million tons. Thus, the prediction 
effect of the method used in the article is good. In the future, 
more scenarios can be set, and the diversity of influencing 
factors can be considered to make the development scenario 
prediction more reasonable. 
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