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Abstract—This research paper presents the development of 

computer vision-enabled augmented reality games based on 

action detection to increase motivation for sports. With the 

increasing popularity of digital games, physical activity and 

sports participation have been declining, especially among the 

younger generation. To address this issue, we developed a series 

of augmented reality games that require players to perform 

physical actions to progress and succeed in the game. These 

games were developed using computer vision technology to detect 

the players' movements and provide real-time feedback, 

enhancing the gaming experience and promoting physical 

activity. The results of our user study showed that participants 

who played the augmented reality games reported higher levels 

of motivation to engage in physical activity and sports. The 

findings suggest that computer vision-enabled augmented reality 

games can be an effective tool to promote physical activity and 

sports participation, especially among younger generations. 
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I. INTRODUCTION 

Physical activity and sports have been recognized as 
essential elements in promoting a healthy lifestyle. However, 
many people find it difficult to stay motivated and engaged in 
physical activity due to various reasons, such as lack of 
interest, time constraints, or boredom. Augmented Reality 
(AR) technology, which involves overlaying digital 
information onto the real world, has shown great potential in 
enhancing physical activity by providing interactive and 
engaging experiences that can improve motivation and 
performance [1]. 

AR technology has been used in various industries, 
including entertainment, education, and healthcare, and has 
also been applied in sports and fitness applications to enhance 
training and performance [2]. One of the most promising areas 
of AR is the integration of Computer Vision (CV) and 
Artificial Intelligence (AI) technology [3-4]. CV and AI enable 
machines to interpret and understand the visual world, which 
can be used to develop AR games based on action detection. 

Action detection involves identifying specific movements, 
such as jumping or running, in real-time, and has been used in 
various sports and fitness applications. The integration of CV 
and AI technology can enable the development of more 
advanced AR games that require users to perform specific 
movements to complete tasks, providing an immersive and 
interactive experience [5]. 

The development of CV and AI-enabled AR games based 
on action detection has the potential to increase motivation for 
sports and physical activities [6]. AR games that require 
physical movements can provide an engaging and interactive 
experience that can improve motivation and enjoyment. By 
leveraging CV and AI technology, AR games can provide real-
time feedback to users, enabling them to track their progress 
and improve their performance. 

Moreover, the development of CV and AI-enabled AR 
games based on action detection can have significant 
implications for physical therapy and rehabilitation [7]. 
Patients undergoing physical therapy can benefit from 
interactive and engaging AR games that require specific 
movements to improve their motor skills and overall physical 
performance. AR games can provide an effective and fun 
alternative to traditional physical therapy methods. 

In this research paper, we aim to investigate the 
development of CV and AI-enabled AR games based on action 
detection to increase motivation for sports and physical 
activities [8]. We will explore the current state of AR 
technology and its potential applications in the sports and 
fitness industry. We will also review the existing literature on 
the use of AR, CV, and AI technology in sports and physical 
activity. Furthermore, we will discuss the design and 
development of CV and AI-enabled AR games based on action 
detection and their potential to improve motivation and 
performance. 

The integration of CV and AI technology into AR games 
can provide various benefits, such as real-time feedback, 
personalized training, and improved performance. By 
analyzing the user's movements, CV and AI algorithms can 
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provide personalized training plans and feedback, which can 
motivate users to improve their performance [9]. Furthermore, 
CV and AI-enabled AR games can provide a gamified 
experience that can make physical activity more fun and 
engaging. 

In conclusion, the development of CV and AI-enabled AR 
games based on action detection has the potential to 
revolutionize the sports and fitness industry by providing an 
interactive and engaging experience that can motivate people 
to engage in physical activities. AR technology combined with 
CV and AI can provide real-time feedback, enabling users to 
track their progress and improve their performance. Moreover, 
AR games can provide an effective and fun alternative to 
traditional physical therapy methods. This research paper aims 
to contribute to the growing body of literature on the potential 
applications of AR, CV, and AI technology in sports and 
physical activity and their implications for promoting a healthy 
lifestyle. 

II. RELATED WORKS 

The field of computer vision, artificial intelligence, and 
augmented reality has experienced significant growth in recent 
years, and this growth has led to the development of various 
applications, including games [10]. The development of 
computer vision and artificial intelligence-enabled augmented 
reality games based on action detection to increase motivation 
for sports is a relatively new area of research. This section 
presents an overview of the related works in this field. 

Augmented reality (AR) is a technology that overlays 
digital information onto the real world, creating an immersive 
experience for the user. AR games have become increasingly 
popular in recent years, with the release of games like 
Pokemon Go and Ingress. There have been several works done 
in the development of AR games, with a focus on improving 
the user experience and the realism of the game world. One 
such work proposed a taxonomy of AR games and discussed 
the challenges in their development [11]. 

In recent years, various studies have been conducted on the 
use of augmented reality in sports. For example, one research 
developed an augmented reality-based training system for 
archery [12]. The system utilized a computer vision algorithm 
to track the trajectory of the arrow and provide feedback to the 
archer. The authors reported that the system improved the 
accuracy and consistency of the archer's shots. 

In another study, authors developed an augmented reality-
based tennis training system [13]. The system utilized 
computer vision algorithms to track the player's movements 
and provide real-time feedback on their technique. The authors 
reported that the system improved the players' technique and 
motivation to practice. 

The use of computer vision and artificial intelligence in 
sports has also been explored in various studies. For example, 
next study developed an algorithm for the automatic detection 
of golf swings [14]. The algorithm utilized machine learning 
techniques to analyze the golf swing and provide feedback to 
the golfer. The authors reported that the algorithm improved 
the accuracy and consistency of the golfer's shots. 

In another study, authors developed a system for the 
automatic detection of basketball shots [15]. The system 
utilized computer vision algorithms to analyze the player's 
movements and provide real-time feedback on their technique. 
The authors reported that the system improved the players' 
shooting accuracy and consistency. 

The next article discusses another general aspect of human 
posture identification called "position detection" [16]. 
Researchers employed a CNN-based approach on actual photos 
including backdrops, sounds, and size changes in order to 
recognize human poses in this study. Using an inpainting 
network to enhance the models' metrics by filling in gaps or 
missing areas of pictures is the aspect of this study that is 
particularly noteworthy. Fig. 1 demonstrates DensePose-
RCNN architecture that detects poses from the input image 
data. 

The development of computer vision and artificial 
intelligence-enabled augmented reality games based on action 
detection to increase motivation for sports is a relatively new 
area of research. However, there have been a few studies in this 
area. For example, in 2022, Kachare and colleagues developed 
an augmented reality-based game for soccer training [18]. The 
game utilized computer vision algorithms to track the player's 
movements and provide feedback on their technique. The 
authors reported that the game increased the players' 
motivation to practice and improved their technique. 

Similarly, another study by Desai & Mewada (2023) 
developed an AR-based soccer training system that used CV 
and AI technology to track the user's movements and provide 
real-time feedback on their performance [19]. The system 
included various training scenarios and challenges that required 
the user to perform specific movements, enhancing their 
motivation and engagement in the training process. The study 
showed that the AR-based training system improved the user's 
performance and skill level in soccer. 

CV and AI-enabled AR games have also been developed 
for rehabilitation and physical therapy. One study by Bhaumik 
et al. (2021) developed an AR-based rehabilitation system that 
used CV and AI technology to track and analyze the user's 
movements during therapy sessions [20]. The system provided 
interactive and engaging AR games that required the user to 
perform specific movements, improving their motivation and 
engagement in the rehabilitation process. 

 

Fig. 1. DensePose-RCNN architecture: used a cascade of region proposal 

generation and feature pooling, followed by a fully-convolutional network 
that densely predicts discrete part labels and continuous surface coordinates 

[17]. 
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In another study, Upadhyay and colleagues developed an 
augmented reality-based game for basketball training [21]. The 
game utilized computer vision algorithms to track the player's 
movements and provide real-time feedback on their shooting 
technique. The authors reported that the game increased the 
players' motivation to practice and improved their shooting 
accuracy [22-23]. 

Thus, computer vision, artificial intelligence, and 
augmented reality have the potential to revolutionize the field 
of sports training and motivation. The development of 
computer vision and artificial intelligence-enabled augmented 
reality games based on action detection to increase motivation 
for sports is a relatively new area of research. However, the 
studies conducted so far have shown promising results in terms 
of improving the accuracy, consistency, and motivation of 
athletes. Further research is needed to explore the full potential 
of these technologies in sports training and motivation. 

III. MATERIALS AND METHODS 

In this part, we will provide an explanation of Deep 
Learning algorithms for objects and posture recognition that 
were employed during the execution of the project. The 
computational model is responsible for carrying out certain 
operations on receiving packets of data, such as individual 
video sequences or audio fragments. When the calculation is 
setup, it chooses the payload type that will pass through every 
port so that data packets may enter and exit. Each calculation 
has ports through which data packets can enter and exit. Does 
an Open, Process, and Close method execution in each 
calculator while a graph is being drawn. The calculator is 
initialized by the Open method, the Process method is used 
continuously in response to new packets, and the Close method 
is carried out after the whole of the graph run has been 
finished. Fig. 2 demonstrates flowchart of the proposed pose 
detection system that is applied for exercise monitoring. 

The process of creating a pose detection model can be 
divided into four main steps. The first step is pre-processing 
the media data. This involves improving the quality of the 
images or videos by removing outliers and detecting important 
features. It also involves making geometric transformations 
such as scaling, rotation, and changing color of the images. 

The second step is inference calculations, which involves 
integrating the model with Tensorflow [24]. This step helps to 
determine the probability of a given pose for a given image or 
video. 

The third step is post-preprocessing, which involves 
performing machine learning processing algorithms to detect 
objects and estimate poses [25]. 

Finally, the fourth step is either image annotation or 
visualizing the results if it is a live video stream. This step 
helps to make the results more understandable and 
interpretable for the end-user. 

Overall, the four steps of the workflow involve pre-
processing the data, integrating with Tensorflow, performing 
machine learning processing algorithms, and finally visualizing 
the results. 

The program that was developed can monitor four distinct 
activities by calculating the angles that exist between the 
body's joints. It can then use those angles to determine the 
expected body position and movement of a person in a video 
[26]. Let's speak about some fundamentally useful functions 
first, before moving on to the topic of exercise classification 
methods, so that we may better understand how they were 
implemented. 

A minimum of three points is required in order for the 
angle calculator to function correctly. These points are required 
for the creation of two lines, which are then used to determine 
the angle that exists between the two lines. The first landmark 
point is going to serve as the beginning point for the first line, 
and the second landmark point is going to serve as both the 
ending point for the first line and the beginning point for the 
second line. After then, the second line will terminate at the 
third landmark point, which will serve as its finish point. The 
function is able to calculate the angle that exists between the 
two lines by making use of these three points and then 
returning the result of that calculation. 

 

Fig. 2. Flowchart of the proposed pose detection system. 
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Euclidean distance is a measurement that is used to 
determine the distance that may be traveled in a straight line 
between two locations in a space that has two or more 
dimensions. Given that we have two points, each of which has 
its own set of coordinates, we can determine the distance 
between them using the formula below: 
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These are the procedures that need to be taken in order to 
calculate the angle that exists between two lines that meet at a 
single point, which we will refer to as y. To begin, take into 
consideration line A, which travels from x to y, and line B, 
which travels from y to z. A straightforward formula may be 
used to get the angle formed by the first two lines at the point 
y. To do this, we may determine the vectors that belong to the 
two lines by subtracting the coordinates of their points. This 
will lead us to the vectors that are associated with the lines. To 
be more specific, we can compute the vector for line A by 
subtracting the coordinates of x from those of y, and we can 
calculate the vector for line B by subtracting the coordinates of 
y from those of z. Both of these calculations may be done 
independently of one another. After that, we are able to 
compute the dot product of these two vectors, and then divide 
that result by the sum of their respective magnitudes. At the 
end, in order to calculate the angle that exists between the two 
lines at y, we may use the arccosine function on the value that 
was generated. 
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We are able to make use of a simple formula in order to 
determine the angle that exists between a line and the 
horizontal axis (X-axis). Let's say we have a line that is defined 
by two points, and those points are point1 and point2. To get 
the angle that this line makes with the horizontal axis, we must 
first determine the difference in y-coordinates between the two 
locations. This provides us with the length of the vertical 
component of the line, which we can then use to calculate the 
angle. The next step is to determine the difference in x-
coordinates between the two locations, which will tell us how 
far apart they are along the line. This will give us the length of 
the line's horizontal component. After that, we can determine 
the angle that exists between the line and the horizontal axis by 
making use of the arctangent function. To be more specific, the 
following equation may be used to calculate the angle that 
exists between the line and the horizontal axis: 
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We are able to make use of a simple formula in order to 
determine the angle that exists between a line and the 
horizontal axis (X-axis). Let's say we have a line that is defined 
by two points, and those points are point1 and point2. To get 
the angle that this line makes with the horizontal axis, we must 
first determine the difference in y-coordinates between the two 

locations. This provides us with the length of the vertical 
component of the line, which we can then use to calculate the 
angle. The next step is to determine the difference in x-
coordinates between the two locations, which will tell us how 
far apart they are along the line. This will give us the length of 
the line's horizontal component. After that, we can determine 
the angle that exists between the line and the horizontal axis by 
making use of the arctangent function [27]. To be more 
specific, the following equation may be used to calculate the 
angle that exists between the line and the horizontal axis: 
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Nevertheless, there is a problem to using this strategy, and 
that is that it can only be used in surroundings that are under 
stringent supervision. The angle between the person and the 
camera is taken into account while calculating the angles that 
are returned by the function. Therefore, in order to get reliable 
findings, the individual being examined has to look squarely 
into the lens of the camera. It is possible that the estimated 
angles will not be exact if the subject is not facing the camera 
at the appropriate angle. Because of this, the use of this 
approach in uncontrolled environments is limited in its 
usefulness. 

We may use computer vision methods to follow the 
movement of particular bodily landmarks, such as the 
Shoulder, Hip, and Ankle, to determine whether or not a video 
is showing a person executing push-ups [28]. This will allow 
us to determine whether or not the video is showing a person 
performing push-ups. While doing push-ups, it is often 
assumed that the following requirements will be met: 

1) The angle formed by the line running from the person's 

shoulders to their hips and the line running from their hips to 

their ankles should be relatively near to horizontal. This 

indicates that the individual is standing in a posture that is 

parallel to the ground. It is possible that this angle will be very 

near to 0 degrees or very close to 180 degrees depending on the 

location of the individual. 

2) The angle formed by the line running from the shoulder 

to the elbow and the line running from the elbow to the wrist 

should be monitored from one frame to the next since this 

might show the movement of the arm while doing the push-up. 

3) The degree to which the line that connects the elbow 

and the wrist deviates from the horizontal should also be 

followed from one frame to the next. 

4) If the counter is continually incremented and the 

average angle from the 3 condition across 24 frames deviates 

significantly from 90°, and the average difference between the 

first angle and the second angle from the 2 condition is greater 

than a small constant value of 5, then it can be concluded that 

the exercise being performed in the video is a push-up. This 

conclusion can be reached if the average difference between 

the first angle and the second angle from the 2 condition is 

greater than 5. 

The use of a counter to monitor the occurrence of these 
circumstances constantly over the course of a predetermined 
number of frames, often 24 frames, is recommended in order to 
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guarantee accuracy and reduce the likelihood of false positive 
results. We are able to properly forecast whether or not a 
person in a video is executing push-ups by keeping an eye on 
the many crucial moments and situations. 

We concentrate on comparable features like the elbow and 
wrist in order to make a prediction about the activity that was 
done whether it was a pull-up. Nevertheless, in addition to this, 
there is a third point that focuses on a human landmark that is 
located on the nose. Two lines, which are colored red by 
default, go between the elbow and the wrist to link the two. 
The number goes up by one each time after it is determined 
that these lines have crossed over the point that denotes the 
person's nose. In addition, after the first set is complete, the 
person's hands must be returned to the vertical position for the 
computer to continue counting the clean exercises. 

We search for certain critical areas on the human body, 
such as the head, hand, foot, hip, and knee landmarks, in order 
to determine whether or not the activity seen on video is a 
squat. The nose, the ears, or the eyes are all viable choices for 
the head point. Other possibilities include the mouth. There are 
a few possible locations for the hand point, among of which are 
the wrists or the fingers. The point on the foot may be located 
anywhere on the foot, including the toes, the heel, or the ankle. 
There are a few requirements that need to be satisfied before 
one can call the exercise that is being carried out a squat. To 
begin, it is necessary to monitor the height of the head point 
over all of the frames. Second, the angle that the line from the 
shoulder to the ankle or the line from the hip to the ankle 
makes with the horizontal must be as near to 90 degrees as 
possible. Finally, the angle that the knee-ankle line makes with 
the horizontal must be as near to 90 degrees as possible. 
Fourth, the angle that the Hip-Knee line makes with the 
horizontal must be as near to 90 degrees as possible. 

In addition, the average height of the head point throughout 
all 24 frames is determined and then normalized to the person's 
height as shown in the video. This is done by using the height 
of the head point as the lowest value and the height of the foot 
point as the maximum value, respectively. If the normalized 
height is found to be less than 0 after 24 consecutive frames, 
this indicates that the person being seen in the video is 
descending throughout the clip. Last but not least, seeing that 
none of the prerequisites for the activities that came before 
(like push-ups) have been satisfied, it may be deduced that the 
current activity being done is a squat. 

In the video, we place an emphasis on the shoulders, 
elbows, and wrists as areas of measurement for biceps control. 
In order to count as one repetition of biceps, the following 
requirements need to be met: 

1) Determine the angle formed by the line running from 

the shoulder to the elbow and the line running from the elbow 

to the wrist. If the shoulder point is in the right place, the angle 

should be closer to 180 degrees. 

2) After the approach has been completed, determine the 

angle that exists between the point of the elbow and the point 

of the wrist. In the event that the distance is less than 30 

degrees, the biceps flag should be set to True. 

3) If the push-up flag is set to True and the preceding 

condition's calculation shows that the angle is larger than 90 

degrees (a constant value), then the push-up counter should be 

increased and the push-up flag should be set to False. 

4) If the criterion from the previous step is satisfied, this 

indicates that one full push-up has been performed. To 

accurately count all of the repetitions, you will need to repeat 

the same technique throughout the whole film. 

The shoulders, the hip joint, and the knee are the three sites 
that are marked for the purpose of assessing the results of the 
abdominal workout. After reading each point's coordinates for 
left and right, the angle formed between the shoulders and the 
knees is computed [29]. This process is repeated for each point. 
It is recommended that the value of the angle at the starting 
position be larger than 105 degrees. If the value of the angle 
between the locations is less than 55 degrees after the first 
approach, the software will increment the counter. 

IV. EXPERIMENTAL RESULTS 

The program makes use of augmented reality technology, 
which enables users to project digital material onto their 
surroundings. This results in an experience that is both 
interactive and interesting to the user. The program monitors 
the user's movement and gives them feedback in real time, 
which motivates them to move about and participate in other 
forms of physical exercise. The application has been put 
through thorough testing, and the response gained from the test 
group has been favorable. Members of the test group have 
reported feeling more motivated to participate in physical 
activity and having a stronger interest in sports. The outcomes 
of the work that was really carried out are shown in Fig. 3, 4, 5, 
and 6. Fig. 3 demonstrates the start page of the proposed 
application. 

Fig. 4 demonstrates sit-ups monitoring example. The 
proposed system recognizes angles and by using these angles 
make a decision that weather increment the counter or not. 

Fig. 5 demonstrates an example of the squat monitoring 
exercise. The proposed system recognizes angles and by using 
these angles make a decision that weather increment the 
counter or not. 

 
Fig. 3. Start of the program. 
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Fig. 4. Sit-ups monitoring example. 

 
Fig. 5. Squat monitoring example. 

 
Fig. 6. Biceps monitoring example. 

Fig. 6 illustrates an example of the biceps monitoring 
exercise. As the other exercises, the proposed system 
recognizes angles and by using these angles make a decision 
that weather increment the counter or not. 

The application makes use of scientific techniques and 
algorithms to forecast and quantify the motions of exercise 
based on the location of key points, line angles, and point 
distances. Having said that, the pilot program is still in its early 
stages, and the live mode of the application does not always 
precisely register users' movements. We are actively 
attempting to increase the model's accuracy by enhancing it in 
various ways. It is possible that in the future, the software 
might be extended to include a variety of workouts or other 
applications, such as fall detection, walking, or running, by 
using principles that are conceptually comparable. 

V. DISCUSSION 

The use of technology in promoting physical activity and 
sports participation has gained significant attention in recent 
years [30-32]. Augmented Reality (AR) games that combine 
computer vision and artificial intelligence (AI) have emerged 
as a potential tool to increase motivation for sports 
participation. The development of AR games that use AI-based 
action detection to provide real-time feedback and immersive 
gaming experiences has been the focus of several recent studies 
[33]. This paper aims to discuss the potential benefits, 
challenges, and future directions for the development of AR 
games based on action detection for sports motivation. 

The development of AR games that use AI-based action 
detection has the potential to enhance the overall gaming 
experience and motivate players to participate in physical 
activities [34]. These games provide real-time feedback on the 
player's movements, enabling them to improve their skills and 
technique. As a result, players experience a sense of 
accomplishment that can boost their motivation to continue 
playing and engage in more physical activities. 

The use of AR technology provides an immersive gaming 
experience, where players can interact with virtual objects and 
characters in a real-world environment [35-37]. This 
technology blurs the boundaries between the virtual and real 
world, making the gaming experience more engaging and 
exciting. AR games can also be personalized to suit the 
individual needs and preferences of players, allowing them to 
select games that align with their interests and skill levels [38]. 

Moreover, AR games that use AI-based action detection 
can be a tool for promoting sports participation among 
individuals who may not be interested in traditional sports [39]. 
These games can provide a fun and exciting way to stay active, 
appealing to a wider audience that includes people of all ages 
and abilities. As a result, the development of AR games can 
potentially contribute to the promotion of physical activity and 
the prevention of sedentary lifestyles [40]. 

Despite the potential benefits, there are several challenges 
associated with the development of AR games based on action 
detection for sports motivation. One of the major challenges is 
the accuracy of the action detection algorithms. The accuracy 
of these algorithms depends on several factors, such as lighting 
conditions, the quality of the camera used, and the complexity 
of the movements being detected. Improving the accuracy and 
reliability of these algorithms is essential for ensuring a 
seamless and immersive gaming experience [41]. 

Another challenge is the complexity and cost of developing 
AR games. The development of AR games requires a 
significant amount of time, resources, and expertise. Smaller 
game development teams may find it challenging to develop 
games that incorporate advanced AI-based action detection 
algorithms. As a result, AR games may remain limited to larger 
game development companies with significant resources and 
expertise [42-43]. 

The future of AR games based on action detection for 
sports motivation is promising, with several potential 
directions for future research and development. One direction 
is to improve the accuracy and robustness of the action 
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detection algorithms used in these games. Researchers can 
develop new algorithms that can accurately detect and analyze 
complex movements, even under challenging lighting 
conditions. 

Another direction is to develop more accessible tools and 
platforms for creating AR games. These tools can help 
democratize AR game development, making it accessible to 
smaller game development teams and individual developers. 
Additionally, more accessible tools can encourage the 
development of more personalized and customized games that 
align with the interests and needs of players. 

VI. FUTURE RESEARCH 

Furthermore, future research can explore the use of AR 
games in promoting sports participation among specific 
populations, such as children or older adults. These games can 
be designed to align with the specific needs and preferences of 
these populations, encouraging them to engage in physical 
activities and promoting healthy lifestyles. 

The development of AR games based on action detection 
represents an innovative approach to promoting physical 
activity and sports participation. These games provide an 
engaging and immersive gaming experience that can enhance 
motivation for physical activity. However, several challenges 
must be addressed to ensure the accuracy, reliability, and 
accessibility of these games. Future research and development 
can explore several potential directions, such as improving 
accuracy of action detection and classification. 

VII. CONCLUSION 

In conclusion, the development of Computer Vision and 
Artificial Intelligence Enabled Augmented Reality games 
based on action detection has the potential to increase 
motivation for sports participation. These games provide an 
immersive and personalized gaming experience that can 
enhance the overall gaming experience and encourage players 
to engage in physical activities. However, the accuracy and 
reliability of action detection algorithms, as well as the 
complexity and cost of developing these games, pose 
significant challenges to their widespread adoption. 

Future research and development can address these 
challenges by improving the accuracy and robustness of action 
detection algorithms and developing more accessible tools and 
platforms for creating AR games. Moreover, future studies can 
explore the use of AR games in promoting sports participation 
among specific populations, such as children or older adults, to 
encourage healthy lifestyles and physical activity. 

Overall, the development of AR games based on action 
detection is a promising approach to promoting physical 
activity and sports participation. These games can make 
physical activity more fun and engaging, appealing to a wider 
audience and potentially contributing to the prevention of 
sedentary lifestyles. Further research and development can 
continue to advance this technology and enhance its potential 
to improve public health and wellbeing. 
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