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Abstract—The majority of visual based surveillance 

applications and security systems heavily rely on object 

detection, which serves as a critical module. In the context of 

crime scene analysis, images and videos play an essential role in 

capturing visual documentation of a particular scene. By 

detecting objects associated with a specific crime, police officers 

are able to reconstruct a scene for subsequent analysis. 

Nevertheless, the task of identifying objects of interest can be 

highly arduous for law enforcement agencies, mainly because of 

the massive amount of data that must be processed. Hence, the 

main objective of this paper is to propose a DL-based model for 

detecting tracked objects such as handheld firearms and 

informing the authority about the threat before the incident 

happens. We have applied VGG-19, ResNet, and GoogleNet as 

our deep learning models. The experiment result shows that 

ResNet50 has achieved the highest average accuracy of 0.92% 

compared to VGG19 and GoogleNet, which have achieved 0.91% 

and 0.89%, respectively. Also, YOLOv6 has achieved the highest 

MAP and inference speed compared to the faster R-CNN. 

Keywords—Object detection; deep learning; crime scenes; video 

surveillance; convolutional neural network; YOLOv6  

I. INTRODUCTION 

Due to the rising crime rate and offensive activities in 
recent times, it has become common to find CCTV cameras 
installed in public places such as shopping centers, avenues, 
banks, and so on. The purpose of these cameras is to enhance 
security and ensure the safety of the people in these areas. 
However, detecting weapons in surveillance videos still 
requires a lot of human intervention, which can result in errors 
[1]. Meanwhile, it is difficult for humans to constantly observe 
long videos or maintain multiple footage, and this can result in 
some rare crime scenes being missed out. As a result, there is a 
need to explore new technologies that can help improve the 
accuracy and efficiency of video surveillance in public places 
[2]. 

Recent surveillance cameras have the capability to record 
video only when motion is detected, unlike the older versions 
that record continuously irrespective of any activity. This 
feature enhances the efficiency of the system as it reduces 
processing time, search time, and the storage space required for 
the recorded videos [3,5]. Unfortunately, law enforcement 
agencies often follow a reactive approach, which results in 
delayed response times during crime incidents. In this 
approach, authorities rely on witness reports or CCTV footage 
to analyze the crime after it has occurred. This means when an 
incident takes place, investigators visit the site, manually 

retrieve the footage from the camera, and then try to locate the 
appropriate footage either by watching the entire video or using 
advanced algorithms to process it which takes a long time. For 
this case, to improve the efficiency of the security management 
system and minimize crime incidents and losses, an effective 
crime prediction analysis system is needed. Such a system 
would enable proactive crime prevention and ensure robust 
security management in public places such as banks, shopping 
malls, and avenues [3,6]. 

With the availability of large datasets, faster GPUs, 
enhanced machine-learning algorithms, and better 
computations, we can now efficiently prepare PCs and 
construct automated computer-based systems to differentiate 
and identify various things on a site with high accuracy. For 
instance, a remote embedded intelligent security monitoring 
system has been developed using computer vision modeling 
algorithms to proactively detect intruders. This system utilizes 
a camera to acquire background images, which are then 
modeled using the ViBe algorithm to perform object detection 
in the monitored area [7]. When a moving object, including 
humans, is identified, the system automatically triggers an 
alarm and sends a message or call to the user to take preventive 
measures. To get a better understanding of the situation and 
detect the intruder, users can log in to the server via a mobile 
application. The system was implemented on an ARM 
development board, which provides a platform for hardware 
and software development. This technology is useful in 
enhancing security and safety in public places such as shopping 
malls, airports, and banks, where quick detection of intruders 
can help prevent criminal activities [3]. 

In contemporary times, machine-learning and advanced 
image-processing algorithms have significantly contributed to 
the evolution of smart surveillance and security systems, as 
evidenced by recent developments [3,6,7,8]. In addition, the 
rise of smart devices and networked cameras has also boosted 
this field. However, detecting and tracking human objects or 
weapons still require cloud centers as real-time, online tracking 
is computationally expensive. Recent years have seen 
significant efforts in monitoring robot manipulators, which 
require high control performance in terms of reliability and 
speed [9,10]. 

Another approach to detecting guns in surveillance films is 
to use pre-trained deep learning models. These models are 
intended to assist users in learning about algorithms or 
experimenting with current frameworks for better outcomes 
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without explicit design. A deep learning neural network 
generally has five layers: input and output layers with 
Convolution, Max-Pooling, and Fully connected layers. Many 
individuals choose to employ pre-trained deep learning models 
due to constraints such as limited time, memory, and resources 
such as CPU and processors [6,35]. When opposed to machine 
learning, which involves explicit design, these pre-trained 
models produce better and more accurate outcomes. However, 
identifying firearms in surveillance films is difficult and 
subject to human mistake unless it is used a detection system. 
For instance, human guards may become fatigued or fall asleep 
when viewing huge volumes of recordings or maintaining 
several footages, resulting in missed opportunities to discover 
uncommon criminal intention scenarios that may be caught in 
many footages. To solve this issue, pre-trained deep learning 
models may be used to eliminate the need for human 
interaction while identifying possible threats in public venues 
[11,34]. 

For that reason, it is important to design an autonomous 
surveillance system capable of detecting firearms fast and 
accurately in order to prevent crime. Deep learning techniques 
play an essential role here. Hence, we are developing a system 
which takes advantage of pre-trained deep learning models that 
are VGG-19 and ResNet50 to detect the firearms with object 
detection. These models were chosen because recent object 
recognition models need a large number of parameters and a 
significant amount of time to train. VGG19 and ResNet50 can 
extract high-level feature maps from input, reducing its 
complexity. The Faster RCNN method is also used to build 
bounding boxes around objects in pictures. The objective is to 
use neural networks to identify anomalies such as weapons and 
firearms and determine whether or not the individual carrying 
them has a criminal intent. 

The rest of the paper is organized as follows. The next 
section will provide some context for our issue and highlight 
pertinent related works. Section III describes our proposed 
technique. Section IV describes the experiments and the 
outcomes. Finally, Section V summarizes the work and offers 
some perspectives. 

II. RELATED WORK 

The detection of metallic items that may represent a threat 
to public and homeland security is a major global concern [1]. 
Yet, screening for these devices might be difficult since it 
disrupts people's movements and creates a susceptible target 
for terrorist strikes [3,9]. In light of this, an automatic metallic 
item identification and categorization system is proposed. Two 
related areas are addressed in order to create and implement 
such a system; the development of a new metallic object 
detecting system and the establishment of a signal processing 
method to identify targeted signatures. The suggested approach 
is assessed by creating a database comprising of actual pistols 
and everyday items. Extraction of characteristics from four 
categories is used to examine system outcomes: time-frequency 
signal analysis, material composition, object form, and 
transient pulse response. Then, two categorization approaches 
are used to differentiate between hazardous and non-
threatening things. The new system's feature combining and 

classification framework achieves a successful classification 
rate of more than 90% [8,12]. 

A. Handgun and Knife Detection in CCTV 

Another method is to use (CCTV). The use of Closed-
Circuit Television (CCTV) systems has become increasingly 
common in various settings, including offices, residential areas, 
and public spaces, and has been implemented in many 
countries. To enhance the effectiveness of these systems, 
image segmentation techniques are employed to track activities 
captured by CCTV cameras and apply machine learning 
algorithms [1,10].  Grega [13] for example, published an 
algorithm that recognizes knives and guns in CCTV images 
and warns the security guard or operator. The algorithm's 
specificity is 94.93% and sensitivity is 81.18% for knife 
detection, focused on reducing false alarms and delivering a 
real-time application. Furthermore, the specificity for the fire 
alarm system is 96.69% and the sensitivity is 35.98% for the 
various items in the movie. Author [14] developed a video 
classifier, also known as the Histogram of Directed Tracklets, 
that recognizes irregular circumstances in complicated 
sequences. In contrast to typical optical flow techniques that 
only assess edge characteristics from two consecutive frames, 
descriptors known as tracklets have been evolving across long-
range motion projections. Spatiotemporal cuboid film 
sequences are statistically gathered on the tracklets that travel 
across them [15]. 

B. Automatic Hanggun Detection using Machine Learning 

Although there has been a recent advance in image-based 
machine learning, recognizing a knife-wielding assailant 
remains difficult. To address this issue, the authors [16] 
describe three approaches for automated threat detection 
utilizing various knife image datasets, with the goal of 
narrowing down plausible assault aims while decreasing false 
negatives and false positives. To begin, they employ a 
classification model based on Mobile Net in a sparse and 
pruned neural network that can notify an observer to the 
presence of a knife-wielding attacker with high accuracy (95%) 
and a low memory demand (2.2 MB). Second, they train a 
detection method (Mask RCNN) to segregate the hand from 
the knife in a single picture and give probable certainty to their 
relative placement, allowing for both bounding box 
localization and point threat inference. Finally, a Pose Net-
based model assigns anatomical waypoints to narrow down 
threat features and decrease misconceptions of the attacker's 
objectives [4,17,18]. Furthermore, the authors identify and fix 
data gaps, such as the necessity to gather benign hands, which 
may impair the accuracy of the deployed knife threat detector. 
This study offers a thorough review of image-based warnings 
that may be used to prioritize and educate crime prevention 
strategies before any catastrophic results occur. Additional 
relevant study topics in this subject include, among others, 
Automated Handgun Detection Alarms in Videos Using Deep 
Learning, Automatic Visual Recognition of Armed Robbery, 
and Robust Item Detector Application for Visual Knife 
Detection [19,35]. 

Other authors proposed by analyzing the recorded films of 
the cameras. The author [8] describes a technology for 
automatically detecting handguns in surveillance films. By 
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recognizing weapons in films, categorizing items as either a 
gun or not, and forecasting whether a crime has happened, the 
system hopes to control occurrences of crime. The system's 
performance is compared to a sliding window proposal 
technique, and it is discovered that FRCNN and RCNN-based 
models trained on a dataset perform well. The algorithm can 
reliably anticipate crime occurrences even in low-quality films, 
yielding good results [5,20,31]. 

The author [21] details a conventional approach for 
identifying the position of an armed robber. The method 
focuses on detecting individuals who are holding a knife in 
various positions relative to other people. To accomplish this, 
the system uses skeleton silhouette algorithms that segment the 
body into distinct parts and identify the position of a raised arm 
holding a knife at different angles. Through this process, the 
system is able to successfully detect the presence of a knife. 

The author [22] describes a visual method for detecting 
automated weapons, specifically knives held in hands. This 
approach utilizes novel object detection algorithms to identify 
visual knives within a given video dataset. One of the primary 
challenges is detecting knife rotations at varying scales and 
positions, which can be difficult due to the multitude of 
possible orientations and positions of the knife in the dataset. 
To address this, the system is designed to detect all possible 
knife orientations and positions. Feature extraction is 
accomplished using foreground segmentation and FAST 
(Features from Accelerated Segment Test) for feature 
detection. Classification is then performed using MRA (Multi-
Resolution Analysis). 

C. Automatic Hanggun Detection  using Machine Learning 

Meanwhile, Convolutional Neural Networks (CNNs) have 
shown exceptional performance in image processing and object 
recognition during the last few years. CNNs are a sort of neural 
network that is specifically intended to recognize pictures 
[23,24]. These networks are made up of numerous layers, each 
having its own function. The first (input) layer receives an 
image as input. The next layer (the convolution layer) applies a 
collection of filters to the input picture, which are themselves 
tiny images. This layer takes characteristics from the input 
picture and extracts them. The following layer (the pooling 
layer) decreases the previous layer's output by pooling together 
all the pixels in a fixed-size square of the input picture. This 
layer reduces the number of parameters and makes the network 
more error-resistant [16,25]. CNN is trained on a large dataset 
of pictures containing the items to be recognized in order for 
the network to learn the characteristics that identify each object 
and correlate them with a given class. After trained, the 
network may be used to recognize the required items in new 
photos [26]. CNNs have demonstrated considerable potential 
for a variety of applications, including self-driving vehicles, 
face identification, crime detection, internet of things-based 
photovoltaics monitoring, and even COVID-19 detection, 
because to their capacity to identify a wide spectrum of objects 
and their error tolerance. The upcoming Fig. 1 elaborates a 
CNN model that has applied for a weapon detection obtained 
[9]. 

 
Fig. 1. Feedforward Convolutional Neural Network (CNN). 

The cutting-edge YOLO V3 object identification model 
was applied and trained for obtained dataset for weapon 
detection in this work. Authors suggest a concept that gives a 
machine or robot a visionary sense to recognize dangerous 
weapons and can also inform a human administrator when a 
gun or a firearm is seen in the edge. +e experimental data 
demonstrate that the trained YOLO V3 model outperforms the 
YOLO V2 model and is less computationally costly. There is 
an immediate need to improve the present surveillance 
capabilities by providing better resources to enable monitoring 
the efficacy of human operators [27,32,33]. 

The phrase "backbones"[29] in the realm of object 
detection refers to the parameters or weights used to construct 
feature maps. These backbones are an essential component of 
the feature extractor since they generate the features that will 
be utilized for object detection [28]. There are several 
backbones that may be used for this purpose, each with its own 
set of benefits and downsides. The visual geometry group 
(VGG), (ResNet) residual neural network  are among the most 
often used deep learning convolutional neural network (CNN) 
backbones in object detection techniques [30]. In terms of 
speed, efficiency, and accuracy, each of these designs offers 
various trade-offs. However, the proposed model will be 
applied VGG, ResNet and GoogleNet. The algorithms which 
we propose are able to detect the human operator when a gun is 
visible in the image. 

III. PROPOSED MODEL 

The aim of this study is to address the challenge of 
identifying indications of automated criminal intention and 
identifying hazardous circumstances using closed-circuit 
television (CCTV) systems. The primary objective of this 
research is to expedite the identification of weapons with 
improved precision and decreased false positives when 
compared to machine learning techniques, while also ensuring 
that convolutional neural networks (CNNs) maintain 
performance efficiency with fewer training samples. Pre-
trained models such as GoogleNet and VGGNet-19 have been 
trained using millions of photographs, and possess the 
capability to recognize objects in new images with minimal 
errors. Owing to their superior training accuracy, we have 
opted to utilize the VGGNet19, GoogleNet, and ResNet50 
models to effectively categorize and recognize objects. 
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Fig. 2. Proposed model. 

The diagram presented in Fig. 2 illustrates the all-
encompassing design of the system under consideration. At the 
initial stage, input frames are received through the input layer, 
which is also responsible for conducting pre-processing 
activities as data augmentation. After undergoing pre-
processing, the images are transferred through various layers, 
such as Convolution, Max-pooling, and FC layers, which 
perform a range of operations including feature extraction, 
feature filtering, feature mapping, and classification. And, the 
object detection layer is responsible for detecting objects and 
classifying, and in the event of any detected criminal 
intentions, it utilizes a registered API to dispatch a security 
message after model testing. The explanation of each step will 
be explained in a detailed way. 

The first step involves gathering a comprehensive 
collection of positive firearm images that depict guns of 
various sizes, angles, and colors. These images are then 
segregated into designated "weapons" folders. Additionally, 
negative images resembling guns are also compiled and stored 
in separate folders labeled "not weapons". The open pictures 
dataset V6, a widely utilized dataset containing over nine 
million photographs, is used to source the data. This dataset 
features several images of firearms and bladed weapons that 
can be used to train machine learning models to effectively 
identify criminal activity in images. For this purpose, three 
categories were extracted from the dataset, namely rifle (2072 
images), handgun (607 photos), and shotgun (476 images), 
although some researchers have extracted six categories, we 
only extracted three categories. Subsequently, the three groups 
were forwarded to the pre-processing data level. 

The second stage involved data pre-processing, which 
refers to the preparatory procedures that must be performed on 
images prior to analysis. This process may involve a range of 
activities, such as scaling or adjusting the image display. One 
of the critical tasks in data preparation is resizing the image to 
256 x 256 pixels. This entails feeding input frames into the 
Input layer, which performs pre-processing operations on 
images of varying sizes (such as 256 x 256 width and height) 
and converts them to a standardized size of 224 x 224 x 3 
(RGB values) by extracting RGB values from pixels. This 
guarantees that all data has a uniform size and can be easily 

compared. Furthermore, it simplifies working with images that 
are not big which can be advantageous for training computers 
to detect objects. Meanwhile, another crucial aspect of data 
preparation is data augmentation, which can be achieved 
through various methods such as flipping, rotating, or scaling 
the image. This technique aims to increase the quantity of data 
available for training and enhance the system's ability to 
recognize objects from various perspectives. Effective data 
preparation is a crucial stage in object detection, as it can 
determine the success or failure of the system. Therefore, by 
resizing data and augmenting it, we can increase the likelihood 
of achieving desirable outcomes. 

In the third stage, it involved fitting three object detection 
models, namely VGG 19, ResNet, and GoogleNet. Each of 
these models has its own set of advantages and drawbacks, 
making it essential to conduct a comparative analysis to 
determine the most suitable model for our specific data. For 
our dataset, we employed transfer-learning to fine-tune the 
models. Ultimately, it should be noted that DarkNet is 
undoubtedly the foundational model for YOLO. 

In the fourth step, the object detection model was trained 
using the most optimal backbone model on both the train and 
validation sets, comprising 70% and 20% respectively. This 
facilitated the development of a highly accurate and 
dependable model, capable of recognizing a diverse range of 
objects. The model provided a robust foundation on which to 
build the model, ensuring its precision and reliability. The R-
CNN and YOLO v6 object detection models were utilized in 
this study. Faster-RCNN was preferred over R-CNN and Fast 
R-CNN due to its superior accuracy and efficiency in object 
detection, enabling it to process complex images and capture 
intricate details. The latest version of YOLO, YOLOv6, was 
found to be the most advanced and user-friendly option, 
offering higher speed and accuracy compared to previous 
versions. Labeled data, specifically bounding boxes, were 
employed to train the object detection algorithms. These 
bounding boxes were used to define the location of objects in 
the images, while the labels provided information about the 
type of objects. 

The final stage involved model inference, wherein the 
object detection models were tested on a separate testing set 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 4, 2023 

304 | P a g e  

www.ijacsa.thesai.org 

comprising 10% of the data. This step was crucial in evaluating 
the accuracy and inference time of each model, as has been 
done in prior research. Testing the models on previously 
unseen data allowed us to determine their efficacy in practical 
scenarios. 

IV. RESULTS AND DISCUSSIONS 

In this section, we will explain the dataset description and 
elaborate different categories that we extracted from the 
dataset. Moreover, we will discuss and compare the output 
result of the three models in term of the accuracy, recall and 
F1-score. Also, we will present the detection output and finally 
discuss the comparative analyse as a benchmark. 

A. Dateset Description 

Open Images dataset is a collection of nine million images 
that have been annotated with image-level names, object 
bounding boxes, object segmentation masks, visual 
connections, and localized narrative. It has the biggest existing 
dataset with object position annotations, with 16M bounding 
boxes for 600 item types on 1.9M photos. Professional 
annotators drew the boxes mostly by hand to guarantee 
accuracy and uniformity. The images are quite varied and 
frequently feature complicated scenarios with several items. 
For our models, we had extracted only three categories (as seen 
in Table I). 

B. Identify Comparing VGG19, GoogleNet and ResNet50 

As we mentioned in the methodology, we have applied 
three distinct algorithms and the upcoming tables will illustrate 
their performance. The applied algorithms were VGG19, 
ResNet50 and GoogleNet and their accuracy, loss, precision, 
and recall will be discussing in the upcoming tables. Notably, 
ResNet50 algorithm performed remarkably well in the 
classification task compared to the VGG19 and GoogleNet, 
achieving accuracy scores of 0.92%, 0.91% and 0.89%, 
respectively. 

Although VGG 19 demonstrated marginally superior F1-
score compared to GoogleNet, it was also associated with a 
lower support score. ResNet50, on the other hand, surpassed 
both VGG 19 and GoogleNet algorithms, yielding an accuracy 
score of 0.92%, along with higher F1-score (0.94%) and recall 
(0.91%) scores, and comparatively higher support (45%). 
GoogleNet exhibited the poorest performance amongst all three 
algorithms, with the lowest accuracy score of 0.89% and the 
weakest performance across all other metrics. 

The upcoming Table II shows the training accuracy of the 
VGG19. It can be seen that the overall average of the accuracy 
is 0.91%, yet it has also scored a good performance in term of 
F1-score by achieving 0.93%. 

The next table which is Table III shows the training 
accuracy of the ResNet50. It can be seen that the overall 
average of the accuracy is 0.92%, and it outperformed 
compared to other algorithms which we have also applied the 
same with this dataset. In term of F1-score, it has also 
outperformed other algorithms by achieving 0.94% in the 
average total. 

The next table which is Table IV demonstrates the training 
accuracy of the GoogleNet. It can also see that the overall 
average of the accuracy is 0.89%, this makes the poorest 
performance that has been achieved compared to other 
algorithms. In terms of F1-score, it has achieved a good 
accuracy but yet it is still lower than VGG19 which also makes 
the lowest performance. 

On the other hand, the upcoming Table V demonstrates the 
mAP and inference-speed results of two object identification 
methods, namely Faster CNN and YOLOv6, which are known 
for their fast-processing times. The mAP is a crucial metric for 
evaluating object detection models, representing the (AP) of 
each object class. The ratio of (TP) to the sum of TP and (FP) 
is computed to determine the AP (FP). The mAP is a measure 
of an object detector's ability to accurately identify and 
differentiate different types of objects in an image. The symbol 
@0.5 implies that an intersection over union (IoU) threshold of 
0.5 was used. IoU is a measure of how well a predicted 
bounding box or mask aligns with the ground truth data. 
Inference speed, measured in frames per second (FPS), 
indicates how many frames the algorithm can process per 
second. 

TABLE I.  DATESET DESCRIPTION 

 Extracted categories 

0 Handgun 607 Images 

1 Rifle 2072 Images 

2 Shotgun 467 Images 

TABLE II.  TRANING ACCURACY OF VGG19 

Accuracy     

100% 

Training Accuracy of VGG19 

Accuracy Recall F1-score Support 

0 0.90 0.88 0.95 43 

1 0.91 0.92 0.93 112 

2 0.93 0.91 0.93 163 

Avg/Total 0.91 0.90 0.93 106 

TABLE III.  TRANING ACCURACY OF RESNET50 

Accuracy     

100% 

Training Accuracy of ResNet50 

Accuracy Recall F1-score Support 

0 0.92 0.91 0.96 45 

1 0.91 0.90 0.94 108 

2 0.94 0.93 0.92 170 

Avg/Total 0.92 0.91 0.94 107 

TABLE IV.  TRANING ACCURACY OF GOOGLENET 

Accuracy     

100% 

Training Accuracy of GoogleNet 

Accuracy Recall F1-score Support 

0 0.88 0.90 0.92 26 

1 0.90 0.89 0.91 94 

2 0.89 0.91 0.90 160 

Avg/Total 0.89 0.90 0.91 93 
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TABLE V.  RESULT OF MODEL DETECTION 

Algorithm MAP Inference-speed 

Faster R-CNN 61.82 8 

YOLOv6 63.12 68 

The two algorithms exhibit different mAP scores and 
inference-speeds. (R-CNN), which is faster than the other 
method, achieved the highest score of 63.12%. However, it has 
the slowest inference speed of 8 frames per second (FPS). 
Conversely, YOLOv6 obtained the highest mAP@.5 score of 
63.12%, but it has the slowest inference speed of 68 FPS. 

C. Output of Gun Detection Result 

The upcoming Fig. 3 demonstrates the output of the models 
for detecting the gun and classifying based on the object 
detected. Though we have not applied to send notification 
through API but it is important to make a separate comparing 
by which gun is detected. 

 
(a)    (b) 

Fig. 3. (a) Rifle detection. (b) Handgun detection. 

D. Comparative Analysis 

Previous studies in this field have applied a range of 
models to detect firearms, as mentioned earlier. For instance, 
Author [1] developed a system utilizing VGG-19 to identify a 
weapon in a person's hand pointing at someone else, while 
Faster RCNN was used to draw bounding boxes around objects 
in images, resulting in an accuracy of over 80%. In 
comparison, our VGG19 model achieved an accuracy of 
0.91%. It's worth mentioning that other researchers [4] used 
YOLOv5 and achieved a MAP of 56.92 and an inference speed 
of 61, but our model, utilizing YOLOv6, achieved a higher 
MAP of 63.12 and a faster inference speed of 68. 

V. CONCLUSION 

Deep learning object detection systems have the capability 
to offer significant benefits to officers and security 
professionals, as they can help in efficient way and not 
consuming much resources for forensic tasks. However, 
deploying artificial intelligence (AI) in this field raises 
concerns about possible misuse by law enforcement 
organizations, such as accusing innocent people or detecting 
bogus offenders. Our presented algorithms are capable of 
alerting human operators when a gun is detected in an image. 
In this study, we developed and assessed a system using a 
dataset of photos and videos obtained from the open images 
dataset V6, which contains over nine million images. Our 
results demonstrate that an early warning system in risky 
situations could lead to quicker response times, more efficient 

reaction times, and fewer potential casualties. Additionally, the 
proposed method outperforms other known approaches to 
crime detection. For further improvement, it would be novelty 
if it has incorporated other modalities such as audio or text data 
and this could improve the accuracy of the models. 
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