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Abstract—Machine learning and the algorithms it uses have 

been the subject of many and varied studies with the 

development of artificial intelligence in recent years. One of the 

popular and widely used classification algorithms is the nearest 

neighbors’ algorithm and in particular k nearest neighbors. This 

algorithm has three important steps: calculation of distances; 

selection of the number of neighbors; and the classification itself. 

The choice of the value for the k parameter determines the 

number of neighbors and is important and has a significant 

impact on the degree of efficiency of the created model. This 

article describes a study of the influence of the way the k 

parameter is chosen - manually or automatically. Data sets, used 

for the study, are selected to be as close as possible in their 

features to the data generated and used by small businesses - 

heterogeneous, unbalanced, with relatively small volumes and 

small training sets. From the obtained results, it can be 

concluded that the automatic determination of the value of k can 

give results close to the optimal ones. Deviations are observed in 

the accuracy rate and the behavior of well-known KNN 

modifications with increasing neighborhood size for some of the 

training data sets tested, but one cannot expect that the same 

model's parameter values (e.g. for k) will be optimally applicable 

on all data sets. 
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I. INTRODUCTION 

K-Nearest Neighbors (KNN) is a simple and easy-to-use 
supervised machine learning (ML) algorithm that can be used 
for solving classification problems in different domains - 
education, healthcare, livestock and crop production, 
administration, production, transport, etc. [1, 2, 3]. KNN is an 
extension of the idea of the nearest neighbor method 
introduced by E. Fix and J. Hodges in 1951 [4, 5, 6], which is 
based on the calculation of the distance between an unlabeled 
sample and the nearest sample - neighbor, from the training set. 

This extension was proposed by Cover and Hart [7] who added 
the parameter k representing the number of nearest neighbors 
to be considered for classification. For k=1, it can be said that 
the nearest neighbor algorithm, NN, is considered, and for k 
>1, KNN. The KNN algorithm is a relatively simple example 
of a non-parameterized classifier, easy to understand and 
implement [8, 9, 10]. The main stages of the KNN algorithm 
are three,( Fig. 1). 

1) Calculate the distances from the unlabeled sample to 

each sample in the training set. 

2) Processing the calculated distances and selecting the k 

neighbors [11] that will form the neighborhood. 

3) Determining the class to which the unlabeled sample 

belongs - the classification stage. 

The main challenges specific to the nearest-neighbor 
method can be divided into the following groups: 

 Determination of the k parameter - the size of the 
neighborhood depends on it, which is decisive for the 
classification. It has been proven that the parameter is 
sensitive and at the same time important for the degree 
of efficiency of the model. 

 Choosing the neighbors - the calculation of distances 
between samples is traditionally carried out using the 
Euclidean distance. Choosing the neighbors that will 
shape the neighborhood is no less important a step than 
choosing its size. 

 Classification rule – the classification stage is the last 
stage in which the decision is made as to which class to 
classify the unlabeled sample. An inappropriate 
classification rule could mean an incorrect classification 
of the unlabeled sample. 
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Fig. 1. Steps in classification with the method of nearest neighbors. 

II. METHODS FOR CALCULATING THE K VALUE 

Determining the value on which the neighborhood size will 
depend is a problem addressed by many scientific studies. The 
parameter is particularly sensitive, since at a value larger than 
necessary, the model's efficiency decreases. A smaller value, 
respectively, will make the model inaccurate. Additionally, a 
smaller value will mean that noise in the data will have a 
greater impact on the classification, and a larger value will 
mean that additional computing resources are required. 

There are different approaches to choosing k. One approach 
uses a pre-definition of a single value, regardless of the 
particularities of the training set (type, size, subject area, etc.). 
The other approach is to determine the value of each set. It is 
used more, and with it, the value is most often found by the 
elbow method - the training set is trained with a series of k 
values and the one is found where the effectiveness of the 
model begins to decrease. 

A third method is the m-fold cross-validation [12]. In this 
approach, the training set is divided into m disjoint sets. The 
cross-validation method is then applied to each set. Finally, the 
k value of the subset that gave the best results is taken as the k 
value of the entire training set. 

A disadvantage of this approach is that the selection of the 
k value does not consider the distribution of the data [13]. Such 
a finding of the optimal value of k is called "manual search" 
and requires in-depth analysis by a person who understands 
and knows machine learning. In addition, such methods often 
require training the model several times, which means 
additional time for preparation and calculations. 

One of the more automated methods for determining k is 
the dynamic one, where various approaches are applied to 
analyze the training set, feature distribution, class information, 
anomalies, etc., to find the best value. 

It is important to note that no matter how the value for k is 
calculated, it does not guarantee that the model will have high 
efficiency or that this value will not change. Adding just one 
object or sample to the training set, or altering any step of the 
algorithm, may result in an inefficient neighborhood and an 
inapplicable value of k. 

In [14] and [15] an approach is used where the value of k is 
determined automatically and can vary depending on the size 
of the set. According to the authors, this approach is suitable 
for reducing the set size, lowering the classification time, and is 
a suitable replacement for the traditional KNN for working 
with big data. The main idea on which the algorithm is built is 
to find local neighborhoods consisting of samples belonging to 
the same class. Thus, one can find the number of samples in 
each local neighborhood, as well as the similarities between the 
most distant sample in the neighborhood and its center. 

By taking these samples as well as the centers of each 
neighborhood, the size of the training set is reduced while 
preserving its distribution. Each new, unlabeled sample is 
compared to the new, reduced set. In this way, there is no need 
to explicitly define a value for k. It should be noted that the 
authors propose the text classification algorithm where the 
classes from which the training set is composed are sufficient 
for the classification to be accurate. 

In [16], [17], the number of neighbors on which the 
classification will depend is determined by the number of 
possible classes (1). Through experimental studies, it is proven 
that this determination of neighbors is appropriate when the 
boundaries between classes in the data are not clear enough 
and are face-to-face, so-called overlapping data. 

kc  

Where: 

c – the number of unique classes. 

An approach with a dynamic selection of a value for k is 
also considered in [18], where the number of neighbors 
depends on the distribution of samples, relative to the classes in 
the training set. A Chinese text classification method is 
proposed, and it is proved through an experimental study that 
the modification achieves good results in classifying 
documents having classes with few samples. 

Another approach used is equation (2). 

  √   

Where: 

N – the number of samples in the training set. 
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A common practice of ML researchers is to apply the 
following rule – when the number of unique classes in the 
training set is even, the value of k is odd to avoid equality 
between neighboring classes. This is not a guaranteed 
approach, as samples from only one class or an equal number 
of samples from two or more classes can fall into the 
neighborhood, but it is an additional step to improve the 
model's performance. 

The automated way of obtaining the neighborhood size has 
proven effective when the choice of a value for k needs to be 
made quickly and without additional steps before training the 
model. The results obtained with an automatically calculated 
value for k are comparable to the results obtained using some 
of the manual methods. 

The main advantage of this approach is that it provides an 
additional step of automation and makes the nearest-neighbor 
method more accessible to users who do not understand ML. 
This is a solution that can be implemented in an algorithm 
aimed at automating learning processes and providing 
understandable results. 

III. NEIGHBORHOOD SIZE AND NEIGHBORS’ SELECTION 

The neighborhood size, in the nearest neighbor method, is 
determined by the chosen value for the k parameter. If the 
value is too small, noise in the data may have too much 
influence on the classification. Too large a value means more 
computation time and resources. The exact value of k is 
difficult to determine and depends on the characteristics of the 
training set. Taking into account the fact that the sought-after 
solution has to handle most small datasets, the possibility that 
the value of k can be further restricted should also be taken into 
account. 

In Fig. 2, Fig. 3, and Fig. 4 can be seen how increasing the 
number of neighbors leads to a change in the accuracy of the 
model. The figures show the decision boundaries for different 
values of k. 

At k=5, Fig. 2, the overfitting of the model is noticeable, 
i.e. the model tries to classify as many "single" cases as 
possible, making it unstable and unreliable. 

The increase in the number of neighbors, for example, 
k=15, Fig. 3, results in a normalization of the classification, 
although areas where it can be said that there is overfitting are 
still observed. 

Fig. 2, Fig. 3, and Fig. 4 visualize a case where the data in 
the training set is unbalanced and the boundaries between 
classes are not clearly defined. For the set in the figures, the 
traditional nearest neighbor method achieves a classification 
accuracy of 73% at k=5, 73% at k=15, and 76% at k=20. The 
increase in accuracy rate is a result of expanding the 
neighborhood. When the training set is large enough to allow 
this, this is not a problem, despite the additional computational 
resources required for the larger neighborhood. However, when 
the set is on the order of 25 samples, k=20 will mean that in 
practice the entire set will be used for training. 

 
Fig. 2. Decision boundaries for k=5. 

 

Fig. 3. Decision boundaries for k=15. 

 
Fig. 4. Decision boundaries for k=20. 
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IV. METHODS FOR CALCULATING THE DISTANCES 

BETWEEN SAMPLES AND FORMING THE NEIGHBORHOOD 

The calculation of the nearest neighbors consists of using a 
function to calculate the distance between the unlabeled sample 
and all other samples from the training set. There is no single 
metric for distance measurement that is applicable in all cases 
[19], although attempts for finding such a metric are not 
lacking [20, 21, 22]. 

According to [20], the neighborhood must meet two 
criteria: 1) the neighbors are close to the unlabeled sample and 
2) the neighbors are symmetrically located around it. The idea 
of nearest neighbors takes into account only the first criterion 
[23]. Therefore, the neighborhood may not be symmetrically 
located if the data in the set of neighbors is inhomogeneous. 

A. Nearest Centroid Neighborhood (NCN) 

In [23] a new definition of the term "neighborhood" is 
proposed, which does not require user-defined parameters. The 
proposed algorithm is called Nearest Centroids or Nearest 
Centroid Neighborhood (NCN). The basic idea can be 
described as follows: let be a point whose neighbors are to be 
found and added to the set of points. The neighbors are such 
that they fulfill the following conditions: 1) they are as close as 
possible to and 2) the center between the neighbor and the 
point is as close as possible [24]. 

B. Distance Weighted K-Nearest Neighbor (WKNN) 

In 1975, S. Dudani proposed a modification of the nearest 
neighbor algorithm [25]. The author argues that it is logical 
that the distances between individual neighbors should be 
proved in the form of a "weight" that varies depending on the 
distance from the unlabeled sample to its neighbors. 

In [26], a modification of S. Dudani's algorithm (DWKNN) 
is proposed for calculating neighbor weights. The proposed 
algorithm reduces the weights of the nearest neighbors, except 
for the first and к neighbors. The purpose of weight reduction 
is to limit the influence of anomalies and improve classification 
accuracy. If the size of the training set is too large compared to 
the number of neighbors that are taken into account, then the 
presented algorithm and the majority rule achieve close results. 
The author claims that his proposed algorithm achieves better 
results on small and medium-sized training sets. 

Choosing an optimal value for the parameter is difficult 
when using the majority rule due to the nature of data variation 
and the probability of classification error. The variation may be 
because the classification is largely due to the number of 
neighbors and the number of classes. Additionally, as, after a 
certain value depending on the size of the training set, 
increases, the probability of error may increase under certain 
circumstances. 

Similar difficulties in choosing an optimal value for k do 
not exist when using WKNN. Therefore, it can be argued that 
with the use of the proposed algorithm, the selection of an 
optimal value for k can be made without worrying about 
increasing the probability of error. Several experiments 
proving the truth of the statement have been conducted. 
Doudani offers two more weighting functions – inverse weight 
and rank weight. 

C. Pseudo Nearest Neighbor Rule (PNNR) 

In [27], the proposed algorithm is based on two others – the 
weight calculation algorithm, WKNN, and the Local Mean 
Learning (LM) algorithm [28]. Conventionally, the algorithm 
is called Uniform. A variation of the algorithm called UWKNN 
is often used, which differs in that one is added to the 
neighbor's rank. 

D. Dual K-Nearest Neighbor 

In [29], a weighting function is proposed, aiming to reduce 
the sensitivity of the parameter by using a combination of the 
distance of the samples and their rank in the neighborhood. 

E. Fuzzy K-Nearest Neighbor (FKNN) 

The Fuzzy KNN algorithm [30] is based on the fuzzy set 
theory first proposed by Zadeh in 1965. [31]. The main idea of 
the algorithm is the calculation of the degree of belonging of 
each element of the training set to the classes. The degree of 
belonging is taken into account when classifying the unlabeled 
sample. 

V. IMPLEMENTATION OF THE EXPERIMENTS 

Often, programming languages such as Python and R are 
used to train machine learning models. Over the years, they 
have proven to be some of the most suitable solutions for 
artificial intelligence and ML. Some of the most developed 
libraries are written and adapted specifically for these 
programming languages. 

The scikit-learn library contains many predefined 
algorithms for ML. In addition to the basic algorithms, the 
library also allows the application of some modification or set 
of additional parameters that give some flexibility. In some 
cases, however, despite the availability of parameters to control 
a given model, there is a need for the so-called "custom 
changes". In such cases, the library cannot always be used. 

The current study does not use a predefined library. All 
source code for the classification and evaluation algorithm is 
written in the Python programming language. 

A. Datasets for the Experimental Study 

The data sets used for the experimental study are selected 
to match the data that a small business would have – small 
training sets, heterogeneous data, data with anomalies, and 
unbalanced data. A more unusual category of data has also 

been added to the sets used – those that have the n≫p problem, 

i.e. the number of attributes is many times greater than the 
number of samples. Although rare, such data do occur. A 
typical example is medical data, where the characteristics 
describing a sample are much more than the samples under 
study. 

The structure of the used datasets is presented and 
described in Table I. The sets are arranged in increasing order 
of the number of samples. Data on the balance between the 
number of representatives of each class are taken from the 
sources of the sets. The percentage of abnormalities in each set 
was calculated using the Z-score method (3). 
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Where: 

x – sample of the set 

μ – average value 

σ – the standard deviation 

The Z-score formula finds the number of standard 
deviations from the mean. It is considered an anomaly if the 
value of the sample obtained by (3) is above three or below 
three. For the purposes of the experimental study, an "anomaly 
set" will mean a set containing more than 10% anomalies. 

TABLE I.  TRAINING SETS USED IN THE EXPERIMENTAL STUDY 

Dataset 
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Lenses1 4 24 3 Yes 100% 

Lung Cancer2 56 32 3 No 78.12% (25) 

Soybean (small)3 35 47 4 Yes 0% 

SRBCT4 2308 83 4 Ne 0% 

Cryotherapy5 6 90 2 No 3.33% (3) 

Beavers6 3 114 2 Yes 0.87% (1) 

Iris7 4 150 3 No 0 .66% (1) 

Hepatitis8 19 155 2 Yes 92.9% (144) 

Wine9 13 178 3 No 5.62% (10) 

Glass10 9 214 6 Yes 9.35% (20) 

Thyroid11 5 215 3 Yes 8.83% (19) 

Stars12 4 240 6 No 2.92% (7) 

Algerian Forest 

Fires13 
11 243 2 No 7.41% (18) 

Ecoli14 8 335 8 Yes 0% 

Ionosphere15 34 351 2 Yes 0% 

Breast Cancer 

Wisconsin16 
30 569 2 Yes 13% (74) 

Absenteeism17 19 740 28 Yes 77.84% (576) 

Pima Indians 

Diabetes18 
8 768 2 No 10.41% (80) 

                                                           
1 https://archive.ics.uci.edu/ml/datasets/lenses  
2 https://archive.ics.uci.edu/ml/datasets/lung+cancer  
3 https://archive.ics.uci.edu/ml/datasets/soybean+(small)  
4 https://rdrr.io/cran/plsgenomics/man/SRBCT.html  
5 https://archive.ics.uci.edu/ml/datasets/Cryotherapy+Dataset+   
6 https://stat.ethz.ch/R-manual/R-devel/library/datasets/html/beavers.html  
7 https://archive.ics.uci.edu/ml/datasets/iris  
8 https://archive.ics.uci.edu/ml/datasets/hepatitis  
9 https://archive.ics.uci.edu/ml/datasets/wine  
10 https://archive.ics.uci.edu/ml/datasets/glass+identification  
11 https://archive.ics.uci.edu/ml/datasets/thyroid+disease  
12 https://www.kaggle.com/brsdincer/star-type-classification  
13 

https://archive.ics.uci.edu/ml/datasets/Algerian+Forest+Fires+Dataset++  
14 https://archive.ics.uci.edu/ml/datasets/ecoli  
15 https://archive.ics.uci.edu/ml/datasets/ionosphere  
16 

https://archive.ics.uci.edu/ml/datasets/breast+cancer+wisconsin+%28original

%29  
17 https://archive.ics.uci.edu/ml/datasets/Absenteeism+at+work  
18 https://www.kaggle.com/uciml/pima-indians-diabetes-database  

The Z-score formula finds the number of standard 
deviations from the mean. It is considered an anomaly if the 
value of the sample obtained by (3) is above three or below 
three. For the purposes of the experimental study, an "anomaly 
set" will mean a set containing more than 10% anomalies. 

B. Data Description 

The data used in this experimental study varied in volume, 
the number of classes, the percentage of anomalies, and the 
imbalance. Some training sets are of greater interest for 
research because they contain a larger number of anomalies or 
are unbalanced. They are Lenses, Lung Cancer, Soybean, 
SRBCT, Beavers, Hepatitis, Glass, Thyroid, Ecoli, Ionosphere, 
Breast Cancer Wisconsin, and Absenteeism. 

The Lenses training set contains 24 samples with 4 
attributes each, divided into 3 classes. It is unbalanced and all 
samples are considered an anomaly. The data is used to classify 
patients who need contact lens fitting. The potential business 
application is in optics, where patients are examined and the 
need for contact lens fitting is determined. 

The Lung Cancer set contains information about people 
who have characteristics of lung cancer patients. The 
classification task is to correctly diagnose new patients, based 
on the data of 32 patients (samples), 56 indicators (attributes), 
and 3 possible diagnoses (classes). Anomalies account for 78% 
of the data. A potential business application of such a dataset is 
in laboratories examining patient samples. 

Soybean contains information on soybean diseases. It 
contains 47 samples with 35 attributes classified into 4 classes. 
It is defined as unbalanced, without anomalies. A set 
containing information on cereals, legumes, and similar crops 
can find application in any farm growing them. 

SRBCT contains data from 83 patients and 2308 attributes 
(genes) classified into 4 classes. The data is intended to aid in 
the correct classification of various childhood cancers. The set 
is balanced, has no anomalies, and is considered an n≫p 
problem. It can be used in laboratories, research, and scientific 
centers. 

Cryotherapy is a set containing data for 90 samples with 6 
attributes. Unbalanced and free of anomalies. 

Iris is a well-known and researched set for the classification 
of flowers of the Iris species. It is used as the basis for the 
study of many machine learning algorithms. It contains 150 
samples having 4 attributes and samples are divided into 3 
categories. It is balanced and has no anomalies. The application 
of such a set is in the field of the flower business - a flower 
shop can recognize the types of the received goods, and 
greenhouses can more accurately classify the flowers grown. 

Hepatitis contains information on 155 samples, each 
described by 19 attributes and classified into 2 categories. The 
set is not balanced and has a high percentage of anomalies – 
92.9%. Contains information for patients diagnosed with 
hepatitis. The classification problem it solves is to answer the 
question of whether the patient will live. It can be used in 
doctor's offices. 

https://archive.ics.uci.edu/ml/datasets/lenses
https://archive.ics.uci.edu/ml/datasets/lung+cancer
https://archive.ics.uci.edu/ml/datasets/soybean+(small)
https://rdrr.io/cran/plsgenomics/man/SRBCT.html
https://archive.ics.uci.edu/ml/datasets/Cryotherapy+Dataset
https://stat.ethz.ch/R-manual/R-devel/library/datasets/html/beavers.html
https://archive.ics.uci.edu/ml/datasets/iris
https://archive.ics.uci.edu/ml/datasets/hepatitis
https://archive.ics.uci.edu/ml/datasets/wine
https://archive.ics.uci.edu/ml/datasets/glass+identification
https://archive.ics.uci.edu/ml/datasets/thyroid+disease
https://www.kaggle.com/brsdincer/star-type-classification
https://archive.ics.uci.edu/ml/datasets/Algerian+Forest+Fires+Dataset
https://archive.ics.uci.edu/ml/datasets/ecoli
https://archive.ics.uci.edu/ml/datasets/ionosphere
https://archive.ics.uci.edu/ml/datasets/breast+cancer+wisconsin+%28original%29
https://archive.ics.uci.edu/ml/datasets/breast+cancer+wisconsin+%28original%29
https://archive.ics.uci.edu/ml/datasets/Absenteeism+at+work
https://www.kaggle.com/uciml/pima-indians-diabetes-database
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Wine is a dataset much like Iris - well-known, used, and 
studied. Contains data for 178 samples, 13 attributes, and 3 
categories. The data is balanced and the anomaly rate is not 
high. A similar set can be used by winemakers. 

Glass contains data for 214 samples, 9 attributes, and 6 
classes. The set is unbalanced, but there are no anomalies. The 
classification problem is the recognition of types of glass, 
specifically glass shards found at crime scenes. It can be used 
in laboratories and glass manufacturers. 

Thyroid described 215 patients with 5 attributes and 
divided them into 3 classes. The data is unbalanced and there 
are no anomalies. They are used to classify the action of the 
thyroid gland and therefore such a set can be used in doctors' 
offices and laboratories. 

Stars dataset aims to categorize different celestial bodies 
into 6 categories, according to 4 attributes. There are 240 
samples examined, and the set is considered balanced and 
contains no anomalies. The application could be in business 
organizations involved in space exploration. 

Algerian Forest Fires contains information on 243 fires in 
Algeria. Each fire is classified into 2 categories and described 
with 11 characteristics. The set is balanced and has no 
anomalies. It can be used in applications for early fire warning, 
by conservation organizations, fire departments, for research 
purposes, etc. 

Ecoli is a set that contains information about 335 studied 
samples, described in 8 categories and characterized by 8 
attributes. There are no anomalies detected, but the data is 
unbalanced. It is used to detect specific proteins. The business 
application of such a set is in laboratories, doctor's offices, and 
scientific and research centers. 

Ionosphere contains information on 351 signals passing 
through the Earth's ionosphere. The attributes describing them 
are 34, and the classes classifying them are 2. There are no 
detected anomalies, but the data is unbalanced. The data can be 
used in any organization involved in space and earth research. 

Breast Cancer Wisconsin contains information on 569 
patients described by 30 attributes and classified into 2 
categories. The set is unbalanced and the anomaly rate is 13%. 
The data is used to detect malignant tumors in patients. The 
application can be in doctors' offices and laboratories. 

Absenteeism contains information about 740 employees in 
different companies. Each employee is described with 19 
indicators and 28 different degrees of possibility for the 

employee to be absent from work are defined. The high 
number of possible classes into which a sample can be 
classified causes the set to have a high rate of anomalies and to 
be unbalanced. Training a model with such data makes it 
possible to use it anywhere regardless of the subject area of the 
business. 

Pima Indians Diabetes is a set that has 768 samples 
classified into two categories and described by 8 attributes. 
Contains data for patients who have indicators similar to those 
of patients with diabetes. The data is balanced, but anomalies 
are present. The application of such a set could be in doctor's 
offices. 

All experimental studies were done with m-fold cross-
validation, where m=10. According to [32, 33, 34, 35], to avoid 
the chance of random results, each model should be trained 
more than once and the average of the training to be accepted, 
for this purpose many authors suggest the number of training 
iterations to be ten, this is the accepted number in the current 
paper. The results of each iteration were recorded and the 
average value of the model's accuracy was obtained. For each 
model training, all available attributes were used without 
further attribute processing. 

For the k-parameter studies, all training sets were trained 
with the traditional neighborhood method in combination with 
the traditional nearest neighborhood method and the weighted 
neighborhood method. The automatic calculation of the k 
parameter is done in two ways: the training set size method, 
described with an equation (2), and the number of classes 
method - equation (1) (Table II). 

In the training set method the number of the classes is taken 
into consideration. For every    training iteration around 70% 
of the data is used and around 30% is used for testing of the 
model, meaning that the number of the samples is not a 
constant. 

Table II shows the results from the experimental study. The 
second column of the table shows the number of samples with 
which the k value is determined, and the following columns 
shows the highest achieved result for every trained model. 

Every neighborhood method is experimented, and for every 
method, three types of k determination are done – a manual 
and two automatic methods. In every cell, the accuracy 
percentage is noted and in brackets is the number of the 
neighbors (k value) that has achieved this accuracy score. 

TABLE II.  HIGHEST PERCENT ACCURACY OBTAINED WITH MANUAL AND AUTOMATED K VALUE SELECTION 

Dataset   
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Dataset   KNN WKNN DWKNN UWKNN Dual Uniform Inverse 

Lenses     

0
.8

5
%

 (
2

) 

0.750% 

(4) 

0
.8

%
 (

1
0

) 

0.750% 

(4) 

0
.8

3
3

%
 (

6
) 

0.783% 

(4) 

0
.8

1
7

%
 (

2
) 

0.700% 

(4) 

0
.8

1
7

%
 (

2
) 

0.733% 

(4) 

0
.8

%
 (

1
) 

0.717% 

(4) 

0
.7

8
3

%
 (

1
) 

0.717% 

(4) 

0.683% 

(4) 

0.767% 

(4) 

0.883% 

(4) 

0.733% 

(4) 

0.750% 

(4) 

0.733% 

(4) 

0.750% 

(4) 

Lung 

Cancer 
    

0
.6

%
 (

8
) 

0.533% 

(5) 

0
.5

6
7

%
 (

9
) 

0.533% 

(5) 

0
.6

0
8

%
 (

1
0

) 

0.533% 

(5) 

0
.6

3
3

%
 (

5
) 

0.600% 

(5) 

0
.5

5
8

%
 (

6
) 

0.483% 

(5) 

0
.5

7
5

%
 (

3
) 

0.492% 

(5) 

0
.6

%
 (

7
) 

0.467% 

(5) 

0.442% 
(4) 

0.450% 
(4) 

0.433% 
(4) 

0.517% 
(4) 

0.517% 
(4) 

0.467% 
(4) 

0.483% 
(4) 

Soybean 

Small 
    

1
.0

%
 (

3
) 

0.980% 

(6) 

1
.0

%
 (

4
) 

1.000% 

(6) 

1
.0

%
 (

1
) 

1.000% 

(6) 

1
.0

%
 (

3
) 

0.980% 

(6) 

1
.0

%
 (

6
) 

0.980% 

(6) 

0
.9

8
%

 (
1

) 0.98% (6) 

1
.0

%
 (

4
) 

0.980% 

(6) 

0.980% 

(5) 

1.000% 

(5) 

1.000% 

(5) 

0.980% 

(5) 
0.98% (5) 0.98% (5) 

0.980% 

(5) 

SRBCT     

0
.9

4
3

%
 (

3
) 

0.893% 

(8) 

0
.9

6
5

%
 (

1
6

) 

0.942% 

(8) 

0
.9

7
5

%
 (

1
8

) 

0.975% 

(8) 

0
.9

7
6

%
 (

1
6

) 

0.939% 

(8) 

0
.9

5
3

%
 (

2
8

) 

0.914% 

(8) 

0
.9

7
6

%
 (

2
3

) 

0.918% 

(8) 

0
.9

5
1

%
 (

3
) 

0.940% 

(8) 

0.868% 

(5) 

0.918% 

(5) 

0.928% 

(5) 

0.954% 

(5) 

0.926% 

(5) 

0.942% 

(5) 

0.917% 

(5) 

Cryothera

py 
    

0
.9

3
3

%
 (

2
) 

0.722% 

(9) 

0
.9

3
3

%
 (

4
) 

0.833% 

(9) 

0
.9

4
4

%
 (

9
) 

0.922% 

(9) 

0
.9

3
3

%
 (

2
) 

0.822% 

(9) 

0
.9

3
3

%
 (

4
) 

0.922% 

(9) 

0
.9

1
1

%
 (

3
) 

0.844% 

(9) 

0
.9

4
4

%
 (

7
) 

0.933% 

(9) 

0.844% 

(3) 

0.933% 

(3) 

0.933% 

(3) 

0.856% 

(3) 

0.933% 

(3) 

0.933% 

(3) 

0.911% 

(3) 

Beavers      

0
.9

4
9

%
 (

9
) 

0.947% 

(10) 

0
.9

4
9

%
 (

1
3

) 

0.948% 

(10) 

0
.9

4
9

%
 (

1
1

) 

0.947% 

(10) 

0
.9

4
9

%
 (

2
8

) 

0.948% 

(10) 

0
.9

4
9

%
 (

1
0

) 

0.939% 

(10) 

0
.9

4
8

%
 (

1
6

) 

0.948% 

(10) 

0
.9

4
9

%
 (

7
) 

0.930% 

(10) 

0.948% 

(3) 

0.939% 

(3) 

0.922% 

(3) 

0.948% 

(3) 

0.931% 

(3) 

0.939% 

(3) 

0.947% 

(3) 

Iris      

0
.9

7
3

%
 (

1
2

) 

0.973% 
(11) 

0
.9

7
3

%
 (

1
8

) 

0.960% 
(11) 

0
.9

7
3

%
 (

1
6

) 

0.960% 
(11) 

0
.9

6
7

%
 (

7
) 

0.973% 
(11) 

0
.9

6
7

%
 (

2
2

) 

0.960% 
(11) 

0
.9

6
7

%
 (

8
) 

0.960% 
(11) 

0
.9

8
%

 (
1

3
) 

0.960% 
(11) 

0.960% 
(4) 

0.960% 
(4) 

0.960% 
(4) 

0.960% 
(4) 

0.953% 
(4) 

0.960% 
(4) 

0.960% 
(4) 

Hepatitis      

0
.7

9
5

%
 (

2
6

) 0.776% 

(11) 

0
.7

9
9

%
 (

2
0

) 0.740% 

(11) 

0
.7

9
5

%
 (

3
0

) 0.734% 

(11) 

0
.8

%
 (

2
4

) 

0.767% 

(11) 

0
.7

3
7

%
 (

2
7

) 0.703% 

(11) 

0
.7

7
9

%
 (

2
9

) 0.742% 

(11) 

0
.7

9
5

%
 (

2
3

) 0.761% 

(11) 

0.715% 

(3) 

0.669% 

(3) 

0.671% 

(3) 

0.703% 

(3) 

0.665% 

(3) 

0.698% 

(3) 

0.715% 

(3) 

Wine      

0
.7

9
5

%
 

(2
6

) 

0.686% 
(12) 

0
.7

8
6

%
 (

3
) 0.707% 

(12) 

0
.7

8
%

 (
4

) 

0.720% 
(12) 

0
.7

7
5

%
 (

2
) 0.719% 

(12) 

0
.7

8
1

%
 

(2
2

) 

0.752% 
(12) 

0
.7

8
1

%
 

(2
2

) 

0.775% 
(12) 

0
.7

8
2

%
 

(1
8

) 

0.771% 
(12) 

0.714% 
(4) 

0.754% 
(4) 

0.729% 
(4) 

0.752% 
(4) 

0.753% 
(4) 

0.74% (4) 0.73% (4) 

Glass 
     

 

0
.7

4
3

%
 (

1
) 

0.608% 
(13) 

0
.7

3
4

%
 (

1
) 

0.668% 
(13) 

0
.7

3
9

%
 (

4
) 

0.682% 
(13) 

0
.7

2
7

%
 (

2
) 

0.697% 
(13) 

0
.7

6
2

%
 (

8
) 

0.748% 
(13) 

0
.7

3
9

%
 (

3
) 

0.687% 
(13) 

0
.7

4
2

%
 (

1
) 

0.667% 
(13) 

0.649% 

(7) 

0.687% 

(7) 

0.719% 

(7) 

0.691% 

(7) 

0.725% 

(7) 

0.692% 

(7) 

0.660% 

(7) 
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Dataset   KNN WKNN DWKNN UWKNN Dual Uniform Inverse 

Thyroid      

0
.9

4
9

%
 (

1
) 

0.888% 

(13) 

0
.9

4
9

%
 (

2
) 

0.930% 

(13) 

0
.9

5
3

%
 (

6
) 

0.940% 

(13) 

0
.9

5
4

%
 (

1
) 

0.921% 

(13) 

0
.9

5
8

%
 (

8
) 

0.939% 

(13) 

0
.9

5
8

%
 (

2
) 

0.930% 

(13) 

0
.9

5
4

%
 (

1
) 

0.926% 

(13) 

0.926% 
(4) 

0.958% 
(4) 

0.931% 
(4) 

0.935% 
(4) 

0.944% 
(4) 

0.935% 
(4) 

0.934% 
(4) 

Stars      

0
.7

2
5

%
 (

1
) 

0.621% 
(14) 

0
.7

4
2

%
 (

2
) 

0.638% 
(14) 

0
.7

2
5

%
 (

2
) 

0.654% 
(14) 

0
.7

2
5

%
 (

1
) 

0.654% 
(14) 

0
.7

3
7

%
 (

6
) 

0.721% 
(14) 

0
.7

1
7

%
 (

9
) 

0.687% 
(14) 

0
.7

1
2

%
 (

3
) 

0.654% 
(14) 

0.604% 

(7) 

0.683% 

(7) 

0.667% 

(7) 

0.654% 

(7) 

0.721% 

(7) 

0.721% 

(7) 

0.688% 

(7) 

Algerian 

Forest 

Fires 

     

0
.9

4
2

%
 (

4
) 

0.901% 

(14) 

0
.9

3
1

%
 (

6
) 

0.893% 

(14) 

0
.9

3
%

 (
1

) 

0.926% 

(14) 

0
.9

3
5

%
 (

5
) 

0.889% 

(14) 

0
.9

4
7

%
 (

1
) 

0.927% 

(14) 

0
.9

3
8

%
 (

2
) 

0.917% 

(14) 

0
.9

3
8

%
 (

1
) 

0.914% 

(14) 

0.930% 

(3) 

0.931% 

(3) 

0.934% 

(3) 

0.909% 

(3) 

0.934% 

(3) 

0.943% 

(3) 

0.926% 

(3) 

Ecoli      

0
.4

2
5

%
 (

1
8

) 

0.424% 

(17) 

0
.4

2
5

%
 (

1
5

) 

0.424% 

(17) 

0
.4

2
4

%
 (

1
) 

0.424% 

(17) 

0
.4

2
5

%
 (

3
) 

0.424% 

(17) 

0
.4

2
5

%
 (

2
) 

0.424% 

(17) 

0
.4

2
5

%
 (

6
) 

0.425% 

(17) 

0
.4

2
5

%
 (

3
) 

0.424% 

(17) 

0.424% 

(9) 

0.424% 

(9) 

0.424% 

(9) 

0.424% 

(9) 

0.424% 

(9) 

0.424% 

(9) 

0.423% 

(9) 

Ionospher

e 
     

0
.8

6
3

%
 (

1
) 0.838% 

(17) 

0
.8

7
2

%
 (

9
) 0.852% 

(17) 

0
.8

7
2

%
 (

1
) 0.846% 

(17) 

0
.8

7
2

%
 (

2
) 0.826% 

(17) 

0
.8

7
5

%
 

(1
5

) 

0.869% 

(17) 

0
.8

6
6

%
 (

3
) 0.849% 

(17) 

0
.8

6
3

%
 (

2
) 0.832% 

(17) 

0.853% 
(3) 

0.857% 
(3) 

0.866% 
(3) 

0.826% 
(3) 

0.869% 
(3) 

0.846% 
(3) 

0.843% 
(3) 

Breast 

Cancer 

Wisconsin 

     

0
.9

3
7

%
 (

1
0

) 0.924% 
(22) 

0
.9

4
%

 (
2

2
) 

0.94% 
(22) 

0
.9

4
%

 (
2

2
) 

0.937% 
(22) 

0
.9

3
8

%
 (

7
) 

0.932% 
(22) 

0
.9

3
1

%
 (

2
7

) 0.924% 
(22) 

0
.9

4
%

 (
2

5
) 

0.933% 
(22) 

0
.9

3
5

%
 (

1
7

) 0.933% 
(22) 

0.930% 

(3) 

0.917% 

(3) 

0.921% 

(3) 

0.930% 

(3) 

0.909% 

(3) 
0.91% (3) 0.93% (3) 

Absenteeis

m 
     

0
.3

4
5

%
 (

5
) 

0.284% 

(25) 

0
.3

7
6

%
 (

7
) 

0.324% 

(25) 

0
.3

6
9

%
 (

1
1

) 

0.331% 

(25) 

0
.3

6
9

%
 (

2
6

) 

0.353% 

(25) 

0
.3

6
2

%
 (

2
8

) 

0.345% 

(25) 

0
.3

7
6

%
 (

2
3

) 
0.365% 

(25) 

0
.3

7
2

%
 (

2
9

) 

0.357% 

(25) 

0.276% 
(28) 

0.315% 
(29) 

0.334% 
(29) 

0.350% 
(29) 

0.359% 
(28) 

0.361% 
(29) 

0.351% 
(28) 

Pima 

Indians 

Diabetes 

     

0
.7

5
5

%
 (

1
3

) 

0.751% 

(26) 

0
.7

5
%

 (
2

8
) 

0.742% 

(26) 

0
.7

4
9

%
 (

1
7

) 

0.741% 

(26) 

0
.7

5
%

 (
2

4
) 

0.733% 

(26) 

0
.7

2
6

%
 (

2
1

) 

0.712% 

(26) 

0
.7

3
8

%
 (

2
9

) 

0.720% 

(26) 

0
.7

4
9

%
 (

1
9

) 
0.725% 

(26) 

0.699% 

(3) 

0.685% 

(3) 

0.669% 

(3) 

0.702% 

(3) 

0.672% 

(3) 

0.673% 

(3) 

0.701% 

(3) 

VI. CONCLUSIONS 

From the obtained results, it can be concluded that the 
automatic determination of the k value can give results close to 
the optimal, but in some cases, the difference in the percentage 
of accuracy is about 10-15% lower, compared to manual 
methods. 

For example, with Lenses, the obtained classification 
accuracy with the manual method is 85%, while with the 
automated selection method – 68%. Training with a manually 
found k value of the Lung Cancer set with the DWKNN 

method can reach 60% classification accuracy. The same set 
and method (DWKNN), but with an automatically selected k 
value, reaches only 43% accuracy. Considering the nature of 
the training set, this percentage is unsatisfactory. 

There are quite a few cases where the automatic selection 
of the neighborhood size gives close to optimal results. In some 
cases, the difference between the obtained values is less than a 
percentage, and in addition, the number of neighbors used is 
less than with the manual method. The use of a relatively 
small, but not too small, size of the neighborhood is one of the 
set criteria for accepting the algorithm as optimal (item 3.2). 
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In the Thyroid set trained with the Dual method, manual 
selection can classify with 95.8% accuracy at neighborhood 
size k=8. Using the automatic neighborhood of size k=4, i.e. 
half, achieves 94.4% accuracy. The difference between the two 
methods is negligibly small and it can be argued that in such 
cases the automatic selection of the k parameter is appropriate, 
efficient, and optimal in terms of the required resources for 
classification. 

Known modifications of weighted nearest neighbors 
(WKNN, DWKNN, UWKNN, Dual, Uniform, and Inverse) do 
not behave stably and deviations in accuracy rate are observed 
with the increasing neighborhood for some training sets. 

The performance of a model depends on many factors 
regarding the training set – size, number of unique classes, data 
balance, missing data anomalies, etc. Therefore, it cannot be 
expected that some model parameters, e.g. k=5, will be 
optimally applicable to all sets. 
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