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Abstract—With the onset of the COVID-19 pandemic, online 

education has become one of the most important options 

available to students around the world. Although online 

education has been widely accepted in recent years, the sudden 

shift from face-to-face education has resulted in several obstacles 

for students. This paper, aims to predict the level of adaptability 

that students have towards online education by using predictive 

machine learning (ML) models such as Random Forest (RF), K-

Nearest-Neighbor (KNN), Support vector machine (SVM), 

Logistic Regression (LR) and XGBClassifier (XGB).The dataset 

used in this paper was obtained from Kaggle, which is composed 

of a population of 1205 high school to college students. Various 

stages in data analysis have been performed, including data 

understanding and cleaning, exploratory analysis, training, 

testing, and validation. Multiple parameters, such as accuracy, 

specificity, sensitivity, F1 count and precision, have been used to 

evaluate the performance of each model. The results have shown 

that all five models can provide optimal results in terms of 

prediction. For example, the RF and XGB models presented the 

best performance with an accuracy rate of 92%, outperforming 

the other models. In consequence, it is suggested to use these two 

models RF and XGB for prediction of students' adaptability level 

in online education due to their higher prediction efficiency. Also, 

KNN, SVM and LR models, achieved a performance of 85%, 

76%, 67%, respectively. In conclusion, the results show that the 

RF and XGB models have a clear advantage in achieving higher 

prediction accuracy. These results are in line with other similar 

works that used ML techniques to predict adaptability levels. 

Keywords—Machine learning; adaptability; students; online 

education; prediction; models 

I. INTRODUCTION 

In recent years, online education has experienced an 
unprecedented boom. The COVID-19 pandemic further 
accelerated this process, forcing millions of students and 
educators to adapt to a fully digital educational environment 
[1]. In response to the educational crisis caused by the COVID-
19 pandemic, UNESCO has established partnerships with 
various international organizations, such as the International 

Labour Organization (OIT), the United Nations High 
Commissioner for Refugees (UNHCR), the United Nations 
Children's Fund (UNICEF) and the World Health Organization 
(WHO) [2]. Companies such as Microsoft, Google, Facebook, 
and Coursera [3] also participate. With the aim of addressing 
the problems of connectivity, content through digital tools and 
seeking distance learning solutions for children, youth, and 
adults through innovation. Today, online education is not only 
a viable alternative to face-to-face education, but has become 
an indispensable tool for many students, professionals, and 
individuals around the world. This type of education is offered 
through online platforms and tools, such as websites, mobile 
applications, discussion forums, videoconferencing, among 
others [4], [5]. Since the advent of the COVID-19 pandemic, 
online education has been an indispensable alternative for 
students around the world [6]. However, the sudden transition 
from face-to-face to online education has posed many 
challenges to students, especially in terms of their ability to 
adapt to this new educational environment [7]. Adaptability is 
a fundamental skill that allows us to face new and unfamiliar 
situations with flexibility and creativity [8]. In the case of 
online education, adaptability refers to the ability of students to 
adjust to a new educational model [9], which requires different 
skills and tools than those used in face-to-face education [10]. 
However, not all students have the same ability to adapt to 
online education and some may have difficulty staying 
motivated and engaged [11]. Early identification of these 
students can be key to providing them with appropriate support 
and improving their online academic success [12]. For 
example, in Latin America and the Caribbean, Brazil has the 
highest rate of online students with 49%, Mexico with 15%, 
Colombia with 11%, Argentina with 8%, Chile with 6% and 
Peru with 5% [13] as shown in Fig. 1. 
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Fig. 1. Representation of online education in Latin America and the 

Caribbean. 

Online education has revolutionized the world of teaching 
and learning, providing new opportunities to access education 
from anywhere in the world [14], [15]. In recent years, ML has 
started to play a very important role in online education, 
enhancing the learning experience and personalizing education 
for each student [16], [17]. ML is a discipline within the field 
of artificial intelligence (AI) that provides the ability for 
computers to learn and improve their performance on a specific 
task without being explicitly programmed. In the field of 
online education, ML is used to analyze student data and create 
personalized learning models [18], [19]. This work aims to 
predict the level of adaptability of students in online education 
for which we use the following models: RF, KNN, SVM, LR 
and XGB of ML. Furthermore, this work aims to provide a 
more in-depth understanding of how ML is transforming online 
education and how it can be used to improve education in the 
future. In addition, it will examine the challenges and 
limitations associated with the use of ML in online education. 
The predictive capacity of the models is also sought, for which 
the results of the trained models are compared. 

This document is structured as follows: Section II presents 
the related works. Section III explains the materials and 
methods used, as well as the process of data collection and 
understanding. Section IV presents the results obtained after 
model processing and training. Section V discusses the analysis 
and discussion of the results, as well as the performance of the 
models. Finally, Section VI presents the conclusions drawn 
from the study and proposes future work. 

II. RELATED WORKS 

Predicting the level of student adoptability in online 
education has become an important issue. In this context, 
researchers and academics have carried out work related to ML 

models for the analysis of distance education and student 
adaptability, these methods involve the use of algorithms that 
allow the analysis of large volumes of data and the extraction 
of significant patterns. For example, in [20] they developed a 
study on the role of student adaptability in virtual education 
during the COVID-19 pandemic, in this work they used a 
population of 1548 students. The findings showed that 
adaptability is a crucial personal resource that can help students 
in their online learning process. Similarly, in [21] The authors 
conducted an investigation to estimate the level of student 
adaptability in virtual education using ML techniques, where 
they explored the gap between virtual and face-to-face 
education from a Bangladeshi context. They found that 8.3% of 
the students adapted with high ease to online education, they 
also identified factors that make it difficult for them to adapt, 
such as Internet connectivity, lack of knowledge in the use of 
digital tools, problems of access to electricity, among others. 
Also, in [22] they presented the results of a survey conducted 
in June 202 to beginning teachers, analyzing factors such as 
technology, Internet accessibility, teachers' competencies, 
pedagogical knowledge and learning opportunities. The results 
showed that for teachers to adapt easily to online education, 
they must have certain digital competencies, such as the 
adoption of information and communication technologies. 
Similarly, in the following work [23] they proposed an 
adaptive system to predict an educational path by applying 
different data mining algorithms to extract relevant features 
and build a personalized model. The results showed that ML 
algorithms are efficient in their performance and accuracy. 
Similarly, [24] made use of ML algorithms to predict student 
performance in online education. For which they used deep 
neural network algorithms and SVM and decision tree (DT) 
classifiers. As a result, they concluded that the SVM classifier 
is the one that obtains the best results in its accuracy and 
performance. Furthermore, in [25] examined the prospects, 
advantages, and problems of artificial intelligence (AI) in 
online education. They used ML algorithms to classify the 
level of adaptability of the students. As a result, an accuracy 
level of 93% was obtained, RF models and neural networks 
proved to be the most efficient. Similarly, the authors in [26] 
developed a study to determine the influence of IA on students' 
social adaptability. They used a population of 1328 students. 
They used ML algorithm to determine the influence on student 
adaptability, using variables such as: teacher-student, parents 
and society, age, connectivity, technological competencies, 
among others. The results showed that IA has a positive 
influence on adaptability in online education. Neural network 
classifiers are contributing significantly to learning prediction. 
For example, in the work [27] they developed a paper that 
seeks to associate learning styles with distance education 
student behavior, in which they applied linear regression 
models. The results of the study indicated that no significant 
relationship was found between learning styles and student 
performance in distance education. Furthermore, in the article 
[28], a study was conducted on the performance of students in 
online education using the deep learning short- and long-term 
memory (LSTM) technique, in which a total of 22437 students 
participated. As a result, an accuracy of 0.8457, precision of 
0.8224 and F1-Score of 0.7943 were obtained using the LSTM 
technique. 
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III. METHODOLOGY 

The purpose of this section is to present the methodology 
used in this work, which is divided into two parts: A) 
description of the ML models (RF, KNN, SVM, LR and 
XGB); B) the development of the case study. Within the case 
development process, the following stages are followed: 1) 
data set collection; 2) data set processing and exploratory data 
analysis; 3) training and validation of the ML models. 

A. Description of the ML Models 

ML is composed of a set of algorithms for regression, 
classification, reduction, clustering, among other types of 
algorithms. However, for this work that aims to predict the 
adaptability of online students, five classification algorithms 
have been chosen, such as: RF, KNN, SVM, LR and XGBC. 

1) Random forest: The supervised learning (SL) algorithm 

known as RF model, according to [29], is used for 

classification and regression. This model is made up of a 

series of decision trees, where each is trained with a random 

subset of data and cast its vote for the outcome, as described 

in [30], as depicted in Fig. 2. This reduces overfitting and 

increases the accuracy of the model. It also allows the 

identification of the most important features for prediction. 

 
Fig. 2. RF model classification process. 

2) K-Nearest neighbor: The K-NN model is an SL 

algorithm used for classification and regression [31]. In the 

context of regression, the k nearest neighbor’s method consists 

of estimating the value of a data point from the values of the k 

nearest neighbors to that point. K-NN is simple, efficient, and 

easy to understand, but it can be sensitive to outliers and does 

not work well with high dimensionality data [32]. The 

formulation for calculating the vector distance is represented 

in equation (1). 

 (   )  √∑ (     )
  

    (1) 

where qn represents the results of one observation and pn 
also represents the results of another observation. 

3) Support vector machine: The SVM model is an SL 

algorithm used for classification and regression[33]. This 

hyperplane is found by maximizing the distance between the 

closest points of each class, called support vectors [34]. SVM 

is effective in high dimensionality spaces and can handle 

nonlinear data using kernel functions [35]. However, it can be 

sensitive to hyperparameter selection and requires a large 

amount of data processing resources. 

4) Logistic regression: The LR model is an SL algorithm 

used for binary classification. It models the probability that a 

data point belongs to the positive or negative class using the 

logistic function [36]. The model is trained using the 

likelihood function and fit using optimization methods such as 

gradient descent [37]. The LR is simple and easy to 

understand but can have problems with nonlinear data and can 

be sensitive to outliers [38]. The model is represented in 

equation (2) and (3). 
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Where, PY|X represents the parametric distribution, Y is 
the described value, and X= x1, ..... xn is a vector with 
continuous values. 

5) eXtreme Gradient Boosting: XGB is a decision tree-

based ML algorithm used for regression and classification 

[39]. XGB improves the model at each iteration by adding 

sequential trees that focus on the most difficult to predict data 

points [40]. It uses a combination of gradient boosting and 

regularization to avoid overfitting and improve model 

accuracy [41]. XGB is scalable and can be used on large and 

complex datasets. 

B. Case Study 

1) Understanding and collecting the data set: In this 

section, the main task is to analyze and understand the dataset 

on online student adaptability to extract relevant information 

that can help improve the online learning experience. The first 

step is to understand the context of online education and how 

students' adaptability affects their experience. The dataset used 

in this work was obtained from Kaggle, this dataset is 

composed of a population of 1205 students between high 

school and college. The dataset is composed of 14 attributes 

such as: gender, age, educational level, type of educational 

institution, technology student (yes/no), location, internet 

quality, economic condition, type of internet, type of device to 

connect to the internet, duration of classes, knowledge of 

LMS, class schedule and level of adaptability, as shown in 

Fig. 3. 

https://www.kaggle.com/datasets/mdmahmudulhasansuzan/students-adaptability-level-in-online-education
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Fig. 3. The process shows the extraction, selection of attributes, analysis, training with ML models and training results. 

Generally, when the data set is small, as is the case, and to 
solve this limitation, Synthetic Minority Over-sampling 
Technique (SMOTE) is used in this paper to deal with class 
imbalance in the data. SMOTE solves the problem by creating 
synthetic instances by interpolating the minority class in the 
dataset in order to increase the size of the minority class in the 
dataset. In this context, predicting the adaptability of online 
learners directly contributes to educators and educational 
program managers by anticipating students' needs and 
difficulties and providing immediate answers and supports to 
improve their online learning experience. In addition, ML 
methods directly help designers of online educational programs 
to improve the quality of their educational offerings and make 
them more accessible and effective for students. 

2) Data set processing: The processing of the dataset 

involves performing a set of tasks, such as: data cleaning, 

transforming, and analyzing the collected data. As a first step 

we have to: import the libraries for loading the dataset, then 

we generally explore the data. In it, we can find the data types 

for each attribute, the content and description of the attributes, 

as shown in Table I. As a second step we proceed to eliminate 

any duplicate, missing or erroneous information. Also, outliers 

and inconsistencies in the data are checked to ensure that they 

are accurate and reliable. 

Next, the statistical values of the data set are checked for 
example, the number of students, unique values, frequency, 
and highest values as presented in Table II. 

Performing a simplified analysis of the data set by 
constructing a general distribution of the characteristics, the 
following interpretation is reached. The gender variable is 
balanced, since the same number of males and females is 
applied to obtain a relevant result. Most of the students 
correspond to the age of 11-25 years; this is the age at which 
one speaks with confidence of sustainable adaptation to online 
learning. The values provided by the level of education 
indicate that most of the students have only a school education. 
This data correlates with a given timetable, in which many 
students are between the ages of 7 and 20. Existing educational 
services are provided by private institutions. This is due to the 
development of the educational market. It should also be noted 
that most of the educational programs are sold by telephone 
through the 4G network, which shows that people receive 
education at any place convenient for them. 

Next, we analyze the number of students according to their 
level of adaptation in online education. 
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TABLE I.  GENERAL ANALYSIS OF THE DATA SET 

 Student Gender Age Educational level Institution Type Financial Condition Internet Type Device 

0 Male 21 University Non-public Middle class Wi-Fi Tab 

1 woman 20 University Non-public Middle class Mobile Data Mobile 

2 woman 16 College Non-public Middle class Wi-Fi Mobile 

3 woman 12 School Non-public Middle class Mobile Data Mobile 

4 woman 15 School Non-public Lower class Wi-Fi Mobile 

… … … …. … … … … 

1201 woman 16 College Non-public Middle class Wi-Fi Mobile 

1202 woman 16 College Non-public Middle class Wi-Fi Mobile 

1203 Male 12 School Non-public Middle class Mobile Data Mobile 

1204 woman 17 College Non-public Middle class Wi-Fi Mobile 

1205 woman 11 College Non-public Lower class Mobile Data Mobile 

TABLE II.  DATA SET STATISTICS 

 Count unique top freq 

Student's gender 1205 2 Male 663 

Age range 1205 6 21-25 374 

Student's educational level 1205 3 School 530 

Type of educational institution 1205 2 private 823 

Student's IT knowledge 1205 2 No 901 

Student's geographic location 1205 2 Yes 935 

Power system interruption 1205 2 Low 1004 

Student's economic status 1205 3 Mid 878 

Type of mobile / fixed Internet 1205 2 Mobile Data 695 

Type of connectivity 1205 3 4G 775 

Session duration 1205 3 1-3 840 

LMS knowledge 1205 2 No 995 

Device used 1205 3 Mobile 1013 

Degree of student adaptability 1205 3 Moderate 625 

 
According to the graphical representation presented in Fig. 

4, it is observed that men tend to adjust more easily to new 
knowledge, while the rate of maladaptation is similar for both 
genders. In addition, it is evident that the optimal age for 
successful adaptation is between 21 and 25 years, while the 
worst adaptation occurs in people older than 26 years and in 
the age range of 16 to 20 years. This information suggests that 
age may play an important role in the ability to adapt to online 
education. The lower capacity to adapt to new knowledge can 
be attributed to various factors, both social and physiological. 
Importantly, those who belong to the middle class tend to take 
better advantage of online educational materials. In addition, a 
greater adaptive capacity has been observed among those 
students who reside in organized communities or 
environments, which may be related to economic and social 
factors. It is also important to consider that the level of 
adaptation to new knowledge is also influenced by the quality 
of the available Internet service. 

Once the exploratory analysis of the data set has been 
completed, the next step is to perform the processing of the 
data set. As a starting point, it consists of dividing the data set 
in two, 80% will be used for training and 20% for testing. With 

Sklearn.Model_selection.train_test_split(), it is possible to 
perform the splitting process by simply specifying the size of 
the test part for training. As in the exploratory analysis of the 
data set, nulls or missing values have been discovered. 
Therefore, it is necessary to remove them from the dataset in 
order to handle them, estimate those values and then add a 
mean value to the dataset, for which we use libraries such as: 
Simple-Imputer () and impute.fit_transform(x_train, x_test).  
We then proceed to normalize the data. There is no doubt that 
data normalization is a very important factor, since it consists 
of reorganizing and scaling each of the features according to 
the unit variance, so that all features can be compared equally. 
The following libraries are used for feature normalization: 
StandardScaler(), tandardScaler.fit_transform(x_train_Impute, 
x_test_Impute) and data_train_normalized(). Since the data set 
contains a relatively small number of observations, the 
SMOTE technique will be used to avoid over-fitting the data 
set. The objective of this technique is to compare the accuracy 
of the original data set with the accuracy of the sampled data 
set. This comparison involves comparing their accuracy. By 
using the SMOTE technique, class imbalance can be balanced, 
since class imbalance can lead to asymmetry and overfitting in 
training. 
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Fig. 4. Analysis of the level of adaptability. 

3) Training and data validation: Dataset training is a 

process, in which ML models are fit to a dataset. During this 

process, the models are fitted to minimize the margin of error 

between the model predictions and the actual values of the 

data used in training the model. The purpose of this process is 

to achieve a model that can generalize well to unseen data, 

i.e., that can make accurate predictions on new data. For each 

model is fitted with SMOTE technique, it means that, one uses 

the original data set, and the other uses the SMOTE balanced 

data set. For the parameter selection process, the cross-

validation technique was used, which consists of training in 

two parts, first selecting one part of the data (training) and 

evaluating it with another part (test set), this process is 

repeated several times for different combinations. The result is 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 4, 2023 

500 | P a g e  

www.ijacsa.thesai.org 

obtained by promising the results of each experiment, which 

gives us a more accurate assessment of the predictive ability 

of the model. Cross-validation is a very useful technique 

because it allows using all available data to train and evaluate 

the model, which can increase accuracy and reduce the risk of 

over-fitting. In addition, cross-validation allows us to compare 

different ML models and select the best model for our data set. 

To evaluate the performance of ML models, several measures 

are employed, which are defined as: a) True Positives (TP), in 

this work are classified as positive samples which are those 

students who have moderate level of adaptability to online 

education; b) True Negatives, in this work are classified as 

negative samples those students who do not have a level 

adaptability to online education; c) False Positives, are the 

samples that have been misclassified as positive and d) False 

Negatives, are the samples that have been misclassified as 

negative, as seen in Fig. 5. 

 
Fig. 5. Variable confusion matrix. 

Fig. 5 shows the confusion matrix in general. For example, 
it can be seen that 211 samples are classified as positive 
(students with high level of adaptability), 186 samples are 
classified as positive (have high internet connectivity) and 167 
samples are also classified as positive (students with moderate 
level of adaptability). After training the models, it is important 
to evaluate their performance to make sure it is accurate. This 
process follows the following steps: testing the models, in this 
work 20% of the dataset is used; evaluation metrics are used to 
assess the performance of the models, accuracy, recall, F1-
Score and support, as shown in the following section in Table 
III. 

IV. RESULTS 

Training of various ML models, including RF, K-NN, 
SVM, LR and XGB, was carried out using a specific Kaggle 
dataset. Subsequently, a learning algorithm was developed to 
train the models. Subsequently, the performance of each model 
was evaluated using unobserved data. To carry out this 
evaluation, various metrics such as accuracy, precision, recall, 
ROC curve and F1 score were used. The results of these 
evaluations are presented in Table III. 

TABLE III.  RESULTS OF TRAINED MODELS 

Random Forest 

 Precision (%) Recall (%) f1-score (%) support 
0 91 98 94 214 

1 93 91 92 207 

2 91 85 88 198 

accuracy   92 619 

macro avg 92 91 91 619 

weighted 

avg 
92 92 92 619 

KNN classifier 

 Precision (%) Recall (%) f1-score (%) support 

0 86 100 93 214 

1 86 82 84 207 

2 86 73 78 198 

accuracy   85 619 

macro avg 85 85 85 619 

weighted 
avg 

85 85 85 619 

Support vector machine 

 Precision (%) Recall (%) f1-score (%) support 

0 83 86 85 214 

1 83 67 74 207 

2 65 76 70 198 

accuracy   76 619 

macro avg 77 76 76 619 

weighted 

avg 
77 76 76 619 

Logistic Regression 

 Precision (%) Recall (%) f1-score (%) support 

0 82 70 76 214 

1 71 63 66 207 

2 54 69 61 198 

accuracy   67 619 

macro avg 69 67 68 619 

weighted 

avg 
69 67 68 619 

xGBClassifier 

 Precision (%) Recall (%) f1-score (%) support 

0 91 100 95 214 

1 92 91 92 207 

2 93 84 88 198 

accuracy   92 619 

macro avg 92 92 92 619 

weighted 

avg 
92 92 92 619 

In this study, a standardized procedure has been carried out 
to calculate the true positive (TP) and false positive (FP) rate of 
all trained models. To illustrate this process, in the case of the 
RF model, the TP rate is obtained by dividing the number of 
true positives by the total number of positive cases. The FP 
rate, on the other hand, is obtained by dividing the number of 
false positives by the total number of negative cases. The same 
formula is applied for the other models (K-NN, SVM, LR, 
XGB). These rates are important metrics to evaluate the 
performance of a classification model and is applied to adjust 
the classification threshold of a model. For example, if you 
want to increase the rate of true positives, you can decrease the 
classification threshold of the model so that it predicts more 
samples as positive. However, this could also increase the FP 
rate. Therefore, it is important to find an appropriate balance 
between PT and FP.  In this case, the RF, K-NN, SVM, LR and 
XGB models were trained, and the following performances 
were obtained: 91%, 85%, 76%, 67% and 92%, respectively. 

https://www.kaggle.com/datasets/mdmahmudulhasansuzan/students-adaptability-level-in-online-education
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Analyzing Table III, the RF and XGBClassifier models 
achieved the best rates in the f1-score, recall and accuracy 
metrics, in this order are analyzed. RF, 92%, 92%, 92%; 
XGBClassifier, 92%, 92% and 92%, although it is true that in 
this case, we analyze it at the average level. Therefore, it can 
be affirmed that the two models present optimal performances 
to predict the level of adaptability in online education; the 
second model to obtain better metrics is KNN with the 
following rates: 85% in F1-score, 85% in recall and 85% in 
precision; it is followed by the SVM model with 76% of F1-
Score, 76% in recall and 77% of precision. Finally, the LR 
model achieved 68% in F1-Score, 67% in recall and 69% in 
precision. To reach a better interpretation of the results, it was 
decided to analyze the importance of each characteristic of the 
data set. For this purpose, the feature_importances technique 
was used to determine which features are the most important 
for the model.  The calculation is based on how much each 
feature contributes to the model in terms of impurity reduction 
at the node of the tree where it is located. Therefore, the feature 
that obtains the highest score is considered the most important 
for the model. This is shown in Table IV. 

TABLE IV.  IMPORTANT CHARACTERISTICS OF THE DATA SET 

# Features Feature importances 

7 Financial Condition 16.35 % 

1 Age 13.72 % 

10 Class Duration 12.69 % 

0 Gender 8.56 % 

9 Network Type 7.54 % 

3 Institution Type 6.08 % 

2 Education Level 6.08 % 

5 Location 5.59 % 

8 Internet Type 5.54 % 

12 Device 4.96 % 

11 Self Lms 4.82 % 

4 IT Student 4.37 % 

6 Load-shedding 3.64 % 

V. DISCUSSION 

In the last three years, online education has experienced 
tremendous growth and has become a popular form of learning 
due to the COVID-19 pandemic. However, not all students 
have the same ability to adapt to this type of education. Some 
students may have more difficulty adapting to online education 
due to the lack of face-to-face interaction with the professor 
and their classmates, the need to be more autonomous and 
organized in their own study time. Predicting the level of 
adaptability of students in online education is an important 
factor for online educators, as it allows them to identify and 
support students who may have difficulties adapting to this 
type of education. ML methods are a useful tool for predicting 
the level of student adaptability in online education. Table IV 
shows that the variable economic condition, which represents 
the most important factor for student adaptability in online 
education, is followed in importance by the following 
variables: age, duration of sessions, type of network used, type 
of institution, level of education, geographic location, type of 
Internet, among other variables. ML models such as RF, KNN, 
LR, SVM, and XGB were used to analyze the data and rank 

which of the models is optimal for predicting the level of 
student adaptability in online education. These ML models 
provided valuable information about which variables are the 
most important for students' adaptability in online education 
and how they are related to each other, as shown in Table IV. 
For example, Economic condition is the most important 
variable for adaptability, which represents 16.35% in 
importance, which is related to the results obtained in the study 
[20], where they concluded that student's financial condition 
plays a very important role in student's adaptability in online 
education. Similarly, the results of this work are related to [21], 
where they explored the gaps that exist in online and face-to-
face education, and concluded that the variable of economic 
condition, age and Internet connection are determining factors 
for adaptability to online education. The results of the training 
with the predictive models showed that the RF (92%) and XGB 
(92%) model achieved the best rates for predicting the level of 
student adaptability in online education, which is related to the 
results obtained in the work [24], where they used ML 
classifiers and deep neural networks, and concluded that the 
SVM classifiers and the Decision tree, achieved the best results 
in accuracy and performance. AI has contributed significantly 
in the academic field, so much so that, unlike this work, in [23] 
and [25] examined perspectives, advantages and problems of 
AI in online education, for which they used different ML 
algorithms, and concluded that RF is the something-rhythm 
that achieved the best metrics, with an accuracy of 93%, 
therefore, it is the best suited for this type of tasks, this result is 
superior to that achieved in this work. The results will depend 
on the nature of the research and the volume of the data set. In 
the same line, in [26] they used IA to determine the influence 
on the adaptability of students in online education, using 
variables such as: teacher-student, parents and society, age, 
connectivity, among others. The results showed that AI has a 
positive influence on the adaptability of students in online 
education. Unlike the ML models used in this work to predict 
the level of adaptability of students in online education, in [28], 
they used the deep learning LSTM technique to analyze the 
performance of students in online education, where they 
obtained that deep learning techniques are a very good option 
to predict the level of adaptability, reaching an accuracy of 84. 
Predicting the adaptability level of students in online education 
using ML methods is a valuable tool for online educators. It 
can provide important information about which variables are 
most important for student adaptability in online education and 
how they relate to each other. In addition, it can be used to 
develop personalized support strategies for students who may 
have difficulty adapting to this type of education. 

VI. CONCLUSIONS 

After performing training and comparison of ML (RF, 
KNN, VSM, LR and XGB) predictive models for predicting 
the Adaptability Level of students in online education, using 
the Kaggle dataset consisting of 14 attributes, it reaches the 
following conclusions. 

It was determined that the RF and XGBClassifier models 
obtained the best results in accuracy and performance. 
Therefore, for predicting the level of adaptability of students in 
online education, they are the best predictors, which suggests 
that these models can be useful for improving the effectiveness 
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of online education. Without detracting from the other models, 
they also obtained excellent performance results. The models 
used in this study demonstrated high prediction accuracy. 

It was also found that the variables used in the set of 
variables are important for the accuracy of the predictions.  
Table IV shows the relevance of each of the variables for 
predicting the level of adaptability of students in online 
education, the most important being economic condition, age, 
duration of sessions, gender, type of network, type of 
institution, directly influencing the level of adaptability of 
students. 

Finally, predictive ML models can be a valuable tool for 
predicting the level of student adaptability in online education. 
The use of ML models, such as RF, KNN, VSM, LR, and 
XGB, and the careful selection of variables can significantly 
improve the accuracy of predictions. These findings contribute 
in a significant way for online education and can help 
educators improve the effectiveness of their online educational 
programs. In the future, a possible development that would 
complement the use of the models would be the development 
of work to assess the academic performance of students in 
online education. 
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