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Abstract—For the rapidly developing location-based web 

recommendation services, traditional point-of-interest(POI) 

recommendation methods not only fail to utilize user information 

efficiently, but also face the problem of privacy leakage. 

Therefore, this paper proposes a privacy-preserving interest 

point recommendation system that fuses location and user 

interaction information. The geolocation-based recommendation 

system uses convolutional neural networks (CNN) to extract the 

correlation between user and POI interactions and fuse text 

features, and then combine the location check-in probability to 

recommend POIs to users. To address the geolocation leakage 

problem, this paper proposes an algorithm that integrates k-

anonymization techniques with homogenized coordinates (KMG) 

to generalize the real location of users. Finally, this paper 

integrates location-preserving algorithms and recommendation 

algorithms to build a privacy-preserving recommendation system. 

The system is analyzed by information entropy theory and has a 

high privacy-preserving effect. The experimental results show 

that the proposed recommendation system has better 

recommendation performance on the basis of privacy protection 

compared with other recommendation algorithms. 
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graph convolutional neural networks; k-anonymity 

I. INTRODUCTION 

With the rapid development of mobile Internet, a series of 
location-based social network (LBSN) services such as e-
commerce and social software have attracted millions of users, 
who establish online links with other users on LBSN, share 
experiences and comments of visited points of interest[1], and 
the service platform analyzes user information and mines user 
preferences to recommend POIs to users. However, as the 
volume of data and the complexity of information, the 
traditional text-based collaborative filtering method is no 
longer applicable to the development of recommendation 
systems. In addition, the naturally existing geographic distance 
factor also has an impact on user activities, as human activity 
areas have the phenomenon of geographic aggregation[2]. 
Therefore, the geographic impact between users and POIs and 
between POIs is as important as the impact between users. 
Therefore, it makes sense to incorporate the geographic 
distance factor into a collaborative user or content-based 
filtering approach. 

Compared with traditional methods, neural network-based 
recommendation algorithms can tap deeper features with local 
relevance and location invariance to extract potentially valid 
information from Euclidean spatial data[3]. Therefore, it is the 
mainstream practice in recommendation systems to use CNNs 
to extract hidden features from data such as users' social 

relationships, comment texts and visit frequencies and fuse 
them, and then combine the check-in probabilities of 
geographic distance factors[4]. At this stage, the emergence of 
graph neural networks (GNNs) further improves the 
performance of recommendation systems[5]. As a natural 
bipartite graph structure (user-interest point nodalization), 
traditional collaborative filtering methods based on neural 
networks, although having powerful feature representation, are 
weak in handling higher-order interaction information of 
graph-structured data in non-Euclidean space[6]. Therefore, 
introducing GCN into the recommendation system to extract 
the connection features of user-interest point interactions 
through information transfer between graph nodes brings better 
entity representation and stronger interpretation capability to 
the recommendation system, thus improving the prediction 
accuracy of the model[7][8]. 

Since the recommendation system in LBSN lacks location 
protection measures for users when recommending POIs to 
them, they may face the threat of location leakage. Existing 
location protection methods for LBSN are mainly divided into 
three types: generalization[9][10], k-anonymity and 
encryption[11][12]. k-anonymity is a method that constructs an 
anonymous region containing k-1 users after removing the 
identification information from their real locations and query 
contents, so that the probability of identifying a user does not 
exceed 1/k. k-anonymity is widely studied and applied because 
of its high privacy protection effect compared with other 
methods. However, existing approaches to location privacy 
protection exhibit significant limitations. First, 
recommendation systems utilize trusted third-party anonymous 
servers to protect user location information. This operation 
inherently leads to information leakage problems. Second, the 
generalization-based location protection mechanism 
generalizes the user's real location so that the user's virtual 
location exists at any point in the constructed larger virtual area, 
and the recommendation system calculates the 
recommendation result based on the user's virtual location, 
which leads to inaccurate recommendation results. k-
anonymity technique, although it is effective for location 
protection, is less capable of protecting the user's location 
during continuous requests, because an attacker will analyze 
the user's action trajectory based on the user's location requests 
at multiple moments, and then infer the location visited by the 
user, exposing the user to security threats. Moreover, k-
anonymity is achieved by sacrificing the quality of service in 
exchange for privacy protection [13]. 

Since the existing location-based point-of-interest 
recommendation system mainly calculates recommendation 
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results by analyzing users' social relationships and 
geographical factors, the deep interaction information between 
users and POI and users' comment information have more user 
characteristic information compared with the case of sparse 
social relationships of users, which can effectively improve the 
accuracy of the recommendation system. Therefore, how to 
improve both location privacy protection capability and 
recommendation system performance is the focus of this paper. 

The main contribution of this paper is the design and 
analysis of a recommendation system that takes location 
protection into account. Because previous recommender 
systems did not focus on the protection of user location 
information, after continuous exploration it is found that 
privacy protection does not need to sacrifice the greater 
accuracy of the recommender system. User location 
information as the most important factor of the 
recommendation system calculation results, there exists the 
attack method against location information. The KMG method 
proposed in this paper is a controllable generalized geolocation 
algorithm, which calculates virtual location based on all user 
locations in the anonymous region and divides subanonymous 
regions based on the distance between real location and virtual 
location to achieve effective protection of user location without 
significantly reducing recommendation accuracy. The 
contribution of this paper in the recommendation system is 
mainly to fuse the deep interaction information and comment 
information between users and POI to obtain a more efficient 
and deeper recommendation algorithm, and integrate it with the 
location protection algorithm into one system. 

II. RELATED WORK 

First LBSN-based recommendation systems usually 
considers three factors: user similarity, social influence, and 
geographic influence[14]. The traditional method of 
recommendation by extracting user ratings and review features 
suffers from cold start and data sparsity. Park et al.[15] 
proposed ConvMF recommendation model, which integrates 
CNN into probability matrix decomposition can effectively 
capture contextual information and improve recommendation 
accuracy. Zhao et al.[16] proposed hierarchical dichotomous 
graph neural network, by stacking multiple graph neural 
networks(GNN) and alternating with clustering algorithm to 
obtain the potential preference information of users, which 
substantially improves the recommendation performance 
compared to the recommendation system with fused CNNs. 
Lin et al.[17] fused multilayer graph convolutional models with 
recurrent neural networks to capture user interaction graph 
information, which can accurately capture the rich potential 
implicit information between users-items. Shafqat et al.[18] 
transformed the similarity into the interaction probability 
between the neighbors of user nodes with different probability 
distributions using KL scatter to find the distance between 
them and perform clustering operations on neighboring nodes, 
and this method improves the efficiency of neighborhood 
aggregation for GCN models. The graph neural collaborative 
filtering model (NGCF) proposed by Wang et al.[19] is one of 
the classical recommender systems incorporating the GCN 
model, which embeds and models the user interaction 
information to obtain the higher-order connectivity between 
nodes and recommends items of interest to users. He et al.[20] 

proposed the LightGCN model, which eliminates the feature 
transformation and nonlinear activation in GCN and improves 
the efficiency of neighborhood aggregation. However, existing 
location-based point-of-interest recommendation algorithms 
generally use fused social relationships without deep mining of 
user and POI node interaction information, and although GCN 
can extract the association relationship between users and POI 
well, most location-based recommendation algorithms do not 
take into account the advantages of deep learning for 
processing textual information. Therefore, this paper will use 
both GCN and deep learning methods to extract interaction 
information and text information respectively. 

There is a correlation between user check-in to points of 
interest and geographic distance. Ye et al.[21] analyzed the 
effect of distance on user check-in on the Foursquare and 
Whrrl datasets and constructed probability distributions based 
on the POI distance of the same user check-in. Most of the 
points of interest checked-in by the same user are in a range of 
small mutual distance, i.e., the check-in locations have a 
geographic cluster area effect. They fit the check-in 
probabilities to a power-law distribution, and found that they 
could cover most (90%) of the POI pairs after eliminating 
those that did not fit the power-law distribution. Therefore, the 
power-law distribution can be used to model the distance 
between POI visited by the same user and calculate the check-
in probability. 

k-anonymity is one of the main methods for privacy 
preservation. Song et al.[22] proposed k-anonymity method, 
whose basic idea is to remove user identification information 
from data so that each user in the same equivalence class is 
identified with probability A, so it has high privacy preserving 
ability. Gruteser et al.[23] introduced the idea of k-anonymity 
into LBSN privacy preserving by generalizing the real location 
of the user into an anonymous region and fuzzy the spatial 
location information of the user. Liu et al.[24] proposed the B-
privacy method, which delineates the area of the region 
according to the user's location no less than s and generates k 
virtual locations. Since the B-privacy method statically sets the 
parameters k and s, it leads to weak protection in areas with 
small population density. Since the above methods use virtual 
locations to obtain query results, which leads to low precision 
of results. Ji et al.[25] proposed to split the anonymized region 
into several dispersed subanonymized regions, which not only 
reduces the scope of the anonymized region, but also improves 
the precision of user queries. Although all these location 
protection methods effectively protect the user's location, they 
construct as large a virtual region as possible in order to 
enhance the security strength, resulting in uncertainty in the 
distance between the user's virtual location and the real 
location, which will have an uncertain impact on the 
recommendation effect when combined with the 
recommendation algorithm. Therefore, in this paper, by 
limiting the distance between the real location and the virtual 
location and fusing the construction of subanonymous regions, 
the virtual location can meet the security and ensure that it does 
not have a great impact on the accuracy of the recommendation 
system. 

We construct an anonymous region containing k users 
based on their locations, and replace the center location with 
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the user location, and the recommendation algorithm 
recommends users based on the center location. If the distance 
between the center location and the user location is large, the 
anonymous region is divided into sub-anonymous regions, and 
the interest points are recommended again based on the center 
location of the sub-anonymous region. The recommendation 
algorithm extracts and fuses high-order interaction features, 
text features and rating features by LightGCN, CNN and latent 
factor model (LGCL) respectively, and then recommends POIs 
jointly with geographic distance factor check-in probability. 

III. RECOMMENDATION ALGORITHM 

The recommendation algorithm in this paper consists of 
two parts: the LGCL module and the geographic distance 
probability. The LGCL module is a nodalization of user-POI 
through the LightGCN model, which uses GCN to propagate 
aggregated user-item interactions on the graph and obtain an 
embedded representation of all user-item association 
relationships on the graph; the text feature extraction module is 
to process the text data into a collection of embedding vectors 
by BERT pre-training model, and then extract the text features 
by CNN; the rating data processing module obtains the implicit 
features of the rating matrix by the implicit semantic model 

(LFM). The geographical distance probability 
gp  is calculated 

using the naive Bayesian method based on the user's historical 
check-in distance. Finally, the features processed by the 

similarity module are fused and normalized to obtain ˆ
iuf  , and 

the POI is recommended to the user jointly with 
gp . The 

structure of the recommended algorithm is shown in Fig. 1. 
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Fig. 1. Recommended algorithm structures. 

A. LGCL Model 

The ID features of the user and POI are first fed into the 
embedding layer, and the set of embedding vectors is 
represented as: 

1 2

(0) (0) (0) (0)[ , , , ]
Nu u u ue e e e

, 1 2

(0) (0) (0) (0)[ , , , ]
Mp p p pe e e e

    (1) 

where N  users, M  POI, 
(0)

iue  and 
(0)

jpe  denote the c

dimensional embedding vectors of user i , POI j , 

respectively. 

Then the IDs of all POI nodes in all neighboring nodes of 

user iu  are embedded in the vector for aggregation operation. 

The propagation rule for the embedding representation of user 

iu  in the LightGCN model for layers L to L+1 by: 
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where uN  and 
pN  denote the set of neighboring nodes 

containing all iu  and jp , respectively; 
( 1)

i

l

ue 
 and 

( 1)

j

l

pe 
 

denote the expression of the embedding of 
iu  and jp  in 

LightGCN obtained after the propagation of L layers in L+1 
layers. 

In order to obtain better embedding aggregation, this paper 
introduces an attention mechanism to get the importance 
weight of each layer of propagation: 

1 2( ( ))
i i

l

u uAttention softmax sigmoid e   
     (4) 

where 1 , 2  are adjustable hyperparameters,
i

l

uAttention  is 

the layer L weight; weighted summation of the embedding 
vectors for each layer yields the embedding expression for the 

association between iu  and jp : 
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B. Text Feature Extraction Module 

All comments of the same user or POI constitute the 
comment collection, respectively. Because the extraction of 
user and POI comment features is composed of two similar 
parallel network structures, only the extraction of user 
comment features is described in this paper. To simplify the 
calculation, let the number of comment texts of each user and 
POI be n  and the length of each comment text be q . The 

comment set 
iur  of user iu  is input to the BERT pre-training 

model to obtain the comment embedding vector 

i

n q d

ue R   ,where d  is the output dimension of the BERT pre-

training model. 

The user comment embedding vector 
iue  is input to CNN 

for extracting semantic information features. Let the m 
convolutional kernels with step size s extract contextual 
features: 
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( )j ig Relu M R b  
             (6) 

where Relu()  is the activation function, *  denotes the 

convolution operation, and ib  denotes the bias. 

After the convolution operation, the features jg  are fed 

into the max-pooling layer to generate features with higher 

values, which take the maximum vector iw  for the region 

1 2 1( , , , )d smax g g g    corresponding to the convolution kernel, 

preserving the characteristics of the original feature vector and 
reducing the dimensionality. 

Due to the fact that each comment in the comment 
collection expresses user preference features to a different 
degree, this paper introduces an attention mechanism that 
applies different weights to the comments and normalizes them 
using the softmax function: 

3( ( ))i ih = softmax Relu g b             (7) 

Finally, the text information feature representation of the 

user iu  is obtained after processing in the fully connected 

layer: 

1
i

n

u i i i i

i

C a h b


                              (8) 

where ia  and ib  denote the amount of deviation from the 

weights of the fully connected layer, respectively. 

C. Rating Data Processing Module 

The rating can be regarded as a direct feedback, and the 
level of rating can express the user's liking of the POI. In this 
paper, we use the Latent Factor Model (LFM) to process the 
user rating matrix, the essence of which is to decompose the 
rating matrix to get the user feature matrix and the POI feature 
matrix, so that the implicit features can be expressed. 

The LFM model is to decompose the scoring matrix R into 

a user feature matrix NtS  and a POI feature matrix tMT  such that 

the matrix multiplication of NtS  and tMT  is approximately equal 

to R, where t is the hidden feature vector dimension: 

1

ˆ
t

NM Nt tM

t

R S T


                     (9) 

To obtain accurate potential feature matrices of users and 

POIs, this paper obtains the feature matrices NtS  and tMT  by 

iteratively minimizing the loss function, and the expressions 
are shown below: 

2 2 2( , ) ( ) ( || || || || )
N M N M

ij i j i j

i j i j

Loss S T R S T S T     
(10) 

To avoid overfitting add the regularization term,  is the 

regularization parameter. To minimize the loss function, this 
paper iteratively optimizes the parameters by iteratively 
moving the variables along the direction of the negative 

gradient of the loss function through the gradient descent 
method until convergence to the true scoring matrix. 

D. Feature Integration 

The final feature representations of users and POIs are 
obtained by fusing the associative relationship feature vectors 

uE ,
pE  and text feature vectors uC ,

pC  and scoring feature 

vectors uS ,
pT  obtained from the LightGCN processing module, 

the text feature extraction module and the scoring data 
processing module: 

i i i iu u u uU E C S  
, j j j jp p p pP E C T  

       (11) 

The prediction of user iu  rating of interest point jp  is : 

ˆ
i i j

T

u u pf U P                           (12) 

which is normalized to obtain ˆ
iuf  . 

To minimize the difference between the predicted score ˆ
iuf  

and the true score 
iuf  in the dataset, this paper uses a loss 

function to adjust the model parameters, which is calculated as 
follows: 

2

, ,

,

ˆ( ) || ||i j i j

i j O

loss f f 


                    (13) 

where O  denotes the number of samples in the training set; 
2|| ||   is the canonical term and   is all trainable model 

parameters in the model, where   is the adjustable coefficient 

of the canonical term, which is used to control the model 
parameters to prevent overfitting. This paper uses Adam to 
optimize the model parameters and minimize the loss function. 

E. Geographical Distance Probability 

The probability of a user signing up to a POI follows a 
power-law distribution of geographic distance probabilities, so 
this paper calculates the probability of a user signing up to a 
POI by modeling the distance between POIs with a power-law 
distribution, which is calculated as follows: 

[ ( , )] ( , )b

m n m np d l l a d l l                         (14) 

where ,a b  are the parameters of the power-law 

distribution and ( , )m nd l l  is the distance between the point of 

interest ml  and nl . 

For the POI set ( 1,2, )kl k   around il , it has an effect on 

the probability of a user checking in to il . Therefore, under the 

influence of the set kl , the probability of a user visiting il  is 

calculated using the plain Bayesian method: 
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where the total number of check-ins is greater than il  and 

the closest interest point is judged to have some influence on 

the set kl  of user check-ins to il . Finally, this paper 

normalizes the check-in probabilities as follows: 

,

, ,,    
k

g

i jg g g

i j i i jg
j L

i

p
S where z max p

z 
 

          (16) 

F. Joint Recommendation Result 

This paper integrates user similarity factors and geographic 
distance probabilities into a linear function, and then calculate 

the combined probability P of user iu  signing up to jp : 

, ,
ˆ(1 ) g

i j i jP f S                           (17) 

where   and 1 (0 1)     represent the weights of the 

two factors, respectively, and when   is 0 means that the 

recommendation result is independent of the geographical 
distance factor. 

IV. GEOLOCATION PROTECTION ALGORITHM 

The KMG algorithm in this paper inherits the ideas of k-
anonymity and location generalization, and changes the user's 
real location dynamically according to the locations of other 
users around. The individual location k-anonymity method has 
better protection for users who make location request services 
non-continuously, and poor protection for requesting 
continuous services, such as attackers who connect check-in 
records at different times to form trajectories, and can infer the 
user's true location by combining the direction and distance of 
the trajectories. Therefore, this paper combines k-anonymity 
techniques with location generalization techniques to provide 
better privacy-preserving capabilities for both individual 
service requests and consecutive requests. 

A. Description of KMG Algorithm 

The KMG protection algorithm is shown in Algorithm 1. 
The anonymous parameters k and L are set to 15 and 10, 
respectively. The specific scheme is as follows: 

1) After receiving the location ( , )l x y  of user u , the KMG 

protection algorithm finds the nearest remaining k-1 users 

according to his location and obtains their location 

information to generate the anonymous region, as in Fig. 2(a), 

and if the number of users in the anonymous region is less 

than k, a virtual user is generated. The center coordinates of k 

users in the anonymous region are calculated, and when the 

distance l between user u and the center coordinates is less 

than L, the center coordinates are replaced with the real 

locations of all users in the anonymous region and sent to the 

recommendation algorithm. Where x and y denote longitude 

and dimension respectively. 

2) If there exists a user whose distance from the center 

coordinate is greater than L, the anonymous region is divided 

into n subanonymous regions, as shown in Fig. 2(b). Suppose 

the anonymous region is divided into 3 subanonymous regions. 

The number of users 'k  in each subanonymity region is 5, and 

the first subanonymity region is formed by finding the nearest 

4 users with user u as the center, and repeating the process of 

forming a subanonymity region by selecting a user as the 

center among the remaining users at random. The center 

coordinates are calculated based on the position of the user in 

each subanonymous region and sent to the recommendation 

algorithm instead of the position of the user in the 

subanonymous region. 

(a) Anonymity region
 

(b) Sub-anonymous region
 

Fig. 2. Constructing anonymous regions and sub-anonymous regions. 

3) Virtual user generation: Generating virtual users 

satisfies the principles of user distribution similarity and 

distance similarity. Firstly, the distance between existing users 

in the anonymous region is calculated and sorted, and the 

minimum distance between users is s. Virtual users are added 

in the space of any two users so that the distance between 

virtual users and users is not less than s/2 and does not overlap 

with the real user position. 

Algorithm 1.  KMG Algorithm 

Input: k user locations 1 1 1 2 2 2( ( , ), ( , ), , ( , ))k k kL x y L x y L x y  

Output: Returns the generalized location of all users in the 

anonymous region or sub-anonymous region ( , )x y  ;  
1:if  sum( iL )<k: 

2: sort  dis( ,i jL L ),add( 1, ,k i kL L  )  

3: 0AR  Gen( ( , )i i iL x y ) 

4:if  L  dis( (0) (0)

0( , ), ( , )i i i o oL x y AR x y ) 

5: return (0) (0)( , )o ox y  

6:else: 

7: k%n==0 and 2n   

8: 1 2( , , , )nAR AR AR Gen( ( , ), ( , ), , ( , )a a a b b b n n nL x y L x y L x y ) 

9: return (1) (1) (2) (2) ( ) ( )

1 1 2 2( , ),( , ), ,( , )n n

n nx y x y x y  

10:end 
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B. Privacy Analysis based on Information Entropy 

The uncertainty of information is proportional to the 
information entropy. Therefore, this paper uses Shannon 
entropy as a measure of the privacy-preserving ability of the 
model, and a larger Shannon entropy value indicates that it is 
more difficult for an attacker to distinguish the user's true 
location from the k locations. Shannon entropy is defined as 
follows: 

Definition 1. Assuming that the random variable x takes 
values on a finite set X, the entropy of the random variable x is 
defined as 

2( ) ( ) log ( )
x X

H x p x p x


              (18) 

where p(x) denotes the probability when the variable takes 
the value x. 

The attacker successfully attacks and obtains the user 
location information in the anonymous region as an event set 
X. The successful attack on a single user's location information 
is an event x within the event set, and p(x) denotes the 
probability of obtaining the user location information, which 
has a high uncertainty. The location protection method against 
this paper, this process needs to be divided into two cases. In 
the first case, if there is no sub-anonymous region, the attacker 
successfully obtains the anonymity region corresponding to the 
user and successfully identifies the user; in the second case, if 
there is a sub-anonymous region, the attacker successfully 
identifies the user on top of successfully obtaining the 
anonymity region and the sub-anonymous region. Since 
anonymous regions cannot be distinguished directly, the 
probability that the attacker successfully obtains the 
anonymous region where the user is located is 1/N (assuming 
there are N anonymous regions). If there is a sub-anonymous 
region, the probability that the attacker succeeds in obtaining 
the sub-anonymous region is 1/n. The probability that the 
attacker succeeds in identifying the user from the anonymized 

region or sub-anonymous region in the second step is 
'1/ k . 

Therefore the probability of an attacker successfully 
obtaining user information is 

1

'

u

kN
p

a

nk N




 



                                     (19) 

where a denotes the weight value for dividing sub-
anonymous regions, and in this model if there exists l>L, then 
sub-anonymous regions are divided. 

The entropy of the user can be obtained from (18) as: 

2( ) log
r ru uH u p p                      (20) 

The entropy of all users in the anonymous region is: 

( )

( )
( )

r

i

r

i j

H u

H u
H u




 






                        (21) 

Therefore, when a higher value of anonymization k is 
chosen, the higher the entropy value of the whole  
anonymization region, the higher the degree of privacy. 

V. ANALYSIS OF EXPERIMENTAL RESULTS 

A. Dataset Description 

In this paper, we use the Yelp dataset, which is widely used 
for location-based social network research, as the experimental 
data. In this paper, the data set is divided by the filter condition 
that the total number of check-ins is greater than 10 and the 
number of comments is greater than 3. The data sparsity is 

32.63 10 , and the check-in dataset contains user ID, POI ID, 

longitude, latitude, comments, ratings and time information. 
This paper randomly selects 80% of the check-in data from the 
dataset as training data, and the other 20% as test data. 

B. Evaluation Metrics 

To assess the recommendation quality of the 
recommendation Top-K, this paper uses Precision@K and 
Recall@K as evaluation criteria, where K denotes the number 
of recommended POIs (K=5,10,15,20). 

@
A B

Precision K
B

                         (22) 

@
A B

Recall K
A

                            (23) 

Where A denotes the POI of user check-in in the test set 
and B denotes the POI in Top-K. 

C. Comparison Approach 

To verify the performance of the algorithm proposed in this 
paper, this paper compares the algorithm with the following 
three algorithms, all of which involve location privacy 
protection and point-of-interest recommendation. In this paper, 
the experimental dataset operation of the compared methods is 
the same as the method proposed in this paper, while 
generalizing the user location according to the location 
protection algorithm and using virtual location to make 
recommendations to users. 

1) USG[21]: This method blends user preferences for 

POIs, social relationship influence and geographic influence, 

and calculates the probability of recommended POIs by the 

Naive Bayes method. Note that the USG model does not have 

location privacy protection. 

2) USD[26]: This method is based on k-coordinate 

generalized user location and then POI recommendation, 

where the recommendation system is similar to the USG 

method. However, in terms of geolocation influencing factors, 

USD calculates the recommendation POI probability based on 

the check-in frequency. 

3) GLP[14]: The GLP approach generalizes user locations 

based on population density (i.e., check-in density) and uses 

virtual locations to recommend POIs to users. 

D. Experimental Parameters Adjustment 

In order to achieve the best recommended performance, the 
experiment-related parameters are set in this paper as follows: 
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embedding vector dimension 64; BERT model output 
dimension d is 128; number of graph convolution iterations is 
3; attention mechanism dimensions are 64 and 128, 

respectively; regularization coefficient   is 41 10 . In 

addition, the experimental comparison model uses the 
parameter settings with the best results in the corresponding 
literature. 

E. Regularization Coefficient 

The regularization coefficient   takes a range of
1 2 3 4 5[1 10 ,1 10 ,1 10 ,1 10 ,1 10 ]         , which is essentially to adjust 

the hyperparameters in the LGCL model to make feature 
extraction more accurate and prevent overfitting. The 
parameters K, L and α are set to 5, 10 and 0.2, respectively. As 
shown in Table I, the values of Precision@K and Recall@K of 
the recommendation algorithm show a trend of increasing and 
then decreasing with the decrease of the regularization 

coefficient. When   is 41 10 , both Precision@K and 

Recall@K reach the maximum; when   is 51 10 , 

Precision@K and Recall@K decrease, and considering the 

overfitting problem, the regularization coefficient is 41 10 . 

TABLE I.  REGULARIZATION COEFFICIENT COMPARISON EXPERIMENT 

Recommended 
performance 

Regularization coefficient 

11 10  
21 10  

31 10  
41 10  

51 10  

Precision@K 0.1473 0.1754 0.2041 0.2452 0.2270 

Recall@K 0.0158 0.0182 0.0214 0.0232 0.0226 

F. Geographical Distance Factor Weighting Analysis 

The weight of the geographic distance factor has a 
significant effect on the performance of the recommendation 
algorithm. As shown in Fig. 3, the recommendation parameters 
K and L are set to 5 and 10, respectively. As the geographic 
weight α increases, Precision@K and Recall@K gradually 
decrease, and the recommendation algorithm achieves the best 
performance when α is 0.2. 

G. L-value Analysis 

The L value indicates the critical value of the distance 
between the real location and the center location of the 
anonymous region, which has a certain influence on the 
performance of the recommendation algorithm. The parameter 
α is set to 0.2. The range of the value of L is set to 
[10,60,100,150,300] . As shown in Fig. 4, with the fixed Top-K, 

the Precision@K and Recall@K of the recommendation 
algorithm gradually decrease as the parameter L increases. 
When the value range of L is [10,60,100,150] , the 

recommendation performance is weakened, but there is no 
significant impact on the accuracy of the recommendation 
results. When K is 5, the Recall values when L is 60, 100 and 
150 are 2.5%, 6.89%, 15.9% and 38.8% lower than the Recall 
values when L is 10, and the Precision is 0.9%, 1.2%, 2.3% and 
5.8% lower, respectively. Therefore, [10,150] is a reasonable 
interval for the parameter L. 

 
(a) Recall@K 

 
(b) Precision@K 

Fig. 3. Recall@K and precision@K of recommendation algorithm. 

 
(a) Recall@K 

 
(b) Precision@K 

Fig. 4. Recall@K and precision@K of different l values. 
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H. Performance Comparison 

Fig. 5 shows the recommended performance of Top-K 
(5,10,20,30) for all methods with α set to 0.2, respectively. Fig. 
5(a) shows the Recall@K performance and Fig. 5(b) shows the 
effect of Precision@K. The performance of our method 
degrades as K increases. From the figure, it can be seen that the 
method proposed in this paper outperforms USG, USG and 
GLP in terms of accuracy and recall. By analyzing Fig. 5, it 
can be seen that the performance of the recommendation 
algorithms proposed in this paper are both higher than other 
comparison algorithms. Although the performance 
improvement of the method proposed in this paper is small 
compared with the USG method when K is taken as 5 (Recall 
and Precision are improved by 5.4% and 6.3%, respectively), 
the method proposed in this paper generalizes the processing 
for user location, and from the perspective of information 
entropy, the method in this paper has a better privacy 
protection ability. Thus a good balance between 
recommendation performance and privacy protection can be 
achieved by sacrificing a small recommendation performance. 

 
(a) Recall@K 

 
(b) Precision@K 

Fig. 5. Performance comparison of different methods. 

VI. CONCLUSION 

In this paper, we propose a recommendation algorithm that 
integrates GNN and geographic distance based on geographic 
location privacy protection. The algorithm learns implicit 
features from interaction information, comment information, 
and geographic distance for user recommendations, and 
integrates k-anonymity and generalization techniques for user 
location privacy protection. Finally, the information entropy 
theory analysis and experiments on real datasets show that our 
proposed recommendation system with integrated location 
protection can better adapt to interest in LBSN while 
effectively protecting user location privacy compared to other 
algorithms point recommendation. Therefore, it is meaningful 
and feasible to integrate privacy protection in point-of-interest 
recommendation systems. Since recommendation systems in 
location services involve geographic location and information 
records, the next step of research will focus on improving 
information record protection on the basis of ensuring 
recommendation performance. 
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