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Abstract—Ulos is one of the Batak culture's traditional 

heritage fabrics. Ulos cloth is divided into several types, each 

with a distinct function. Ulos Ragi Hotang, Ulos Pinunsaan, Ulos 

Tumtuman, Ulos Ragi Hidup, and Ulos Sadum are the five Batak 

ulos motifs. The Batak ulos motif has evolved over time and is 

now well-known in other countries. However, many ordinary 

people have difficulty distinguishing between ulos cloth and other 

fabrics. This study categorizes the different types of ulos cloth so 

that it can be used by ordinary people who are unfamiliar with 

the different types and functions. The Convolutional Neural 

Network is the method used (CNN). CNN is used to recognize 

and classify images. CNN's main feature is that it detects feature 

patches from locations in the input matrix and assembles them 

into high-level references. The Modular Neural Network (MNN) 

is then used to break down large and complex computational 

processes into smaller components, reducing complexity while 

still producing the desired output. 80% of the data for the 

training process, 20% for testing. The accuracy value achieved is 

97.83%, the loss value is 0.0793, the val loss is 2.1885, and the val 

accuracy is 0.7429. 
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I. INTRODUCTION 

Indonesia has a rich cultural diversity. Language, ethnicity, 
religion, and community beliefs are all part of the community. 
The Toba Batak are a tribe found throughout North Sumatra 
[1]. In everyday life, the Batak tribe maintains culture, as 
evidenced by the performance of traditional events with a 
distinct feature, namely, ulos [2]. 

Ulos are used in Toba Batak traditional ceremonies, with 
different types and functions depending on their roles. At first 
glance, Batak Ulos appear to have the same motif or size, but 
this is not the case [3]. If you want to learn more about the 
different types of Batak Ulos, you can talk to weavers or those 
who work with ulos. The motif of the Batak ulos has, of 
course, evolved over time, and it is now well known not only 
in Indonesia, but also in other countries [4]. 

Toba Batak has five different types of ulos. Ulos Ragi 
Hotang is used in wedding traditions. Ulos Pinuncaan is worn 
by kings and used in large customary events. The first child of 
sedition wore Ulos Tumtuman. Ulos Yeast Life as a metaphor 
for finding happiness in life. Ulos Sadum is commonly given 
as a gift to officials. 

One of the long-standing problems in computer vision that 
has yet to be solved is the classification of objects in images in 
general [5]. How to replicate the human ability to understand 
image information so that computers, like humans, can 
recognize objects in images. The feature engineering process 
is generally very limited in that it can only apply to specific 
datasets and cannot generalize to any type of image. This is 
due to various differences between images, such as differences 
in viewing angles, scale, light conditions, object deformation, 
and so on [6,7]. 

There are several algorithms that can be used in image 
processing. They include Nave Bayes, Support Vector 
Machines, and Neural Networks. A Neural Network is a 
commonly used algorithm [8]. The workings of neural 
networks in the human brain inspired the development of 
neural networks. Digital image processing algorithms have 
also been developed in tandem with technological 
advancements. The Convolutional Neural Network is a deep 
learning development [9,10]. 

Deep learning is an artificial intelligence (AI) method that 
teaches computers to process data in ways similar to how the 
human brain does. Deep learning models are capable of 
recognizing complex patterns in images, text, sound, and other 
data in order to generate insights and accurate predictions 
[11]. Deep learning methods can be used to automate tasks 
that would otherwise require human intelligence, such as 
describing an image or transcribing a sound file into text. In 
digital image recognition, the Convolutional Neural Network 
method produces the most significant results. This is due to 
the fact that CNN is based on an image recognition system in 
the human visual cortex [12]. 

A modular neural network is a collection of different 
neural networks that work independently to produce output 
without interacting with one another. Each neural network 
performs different sub-tasks by obtaining distinct inputs from 
other networks [13]. The benefit of this artificial neural 
network is that it divides large and complex computational 
processes into smaller components, reducing complexity while 
still producing the desired output. Interfaces between modules 
in such a modular architecture can be viewed as "information 
relays" that encode, delimit, and disseminate critical 
information [14]. 
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II. RESEARCH METHODOLOGY 

A. State of the Art 

The following is a classification model formation scheme 
for CNN and MNN. 

 
Fig. 1. State of the art. 

The stages of the research can be seen in Fig. 1 [15,16]. 

 Data 

 Data pre-processing to sort. 

 Training to identify the features of each image, 
followed by labelled neurons to activate the image, and 
finally classification. Batch size and epoch are 
initialization parameters in the training process. 

 The image is multiplied by a 32x32 kernel on three 
filters in the first convolution. The image is multiplied 
by the 64x64 kernel in the second convolution. The 
third convolution is an image multiplied by a 64x64 
kernel with three filters. The resulting feature will 
make use of the same padding as well as the ReLu 
activation function. Using three dense layers, the first 
and second dense 128 layers, and the third 64 layers, 
the ReLu activation function was used. 

 Testing to determine how well the system detects and 
calculates the number of images in the image. The 
fitting models obtained from the previous training 
stages were compared during validation. 

 Using a circular control area around each output, the 
Modular Neural Network selects the number and 
location of inputs that affect each output. The control 
area uses each input's response range to identify the 
critical input and discard the rest. 

B. Data Collection 

Images obtained from observations at UD. Ulos and 

Songket Tamariska Tarutung, North Tapanuli, North Sumatra 
Province. Images in the JPEG format were captured with a 
smartphone camera. There are 200 images in total, including 
Ulos Ragi Hotang, Ulos Pinuncaan, Ulos Tumtuman, Ulos 
Ragi Hidup, and Ulos Sadum [17]. See .Fig. 2 for types of 
ulos. 

 
Fig. 2. Types of Ulos. (a) Ulos ragi hotang, (b) Ulos Pinuncaan, (c) Ulos 

tumtuman, (d) Ulos ragi hidup, (e) Ulos sadum [17]. 

C. Convolutional Neural Network (CNN) 

CNN consists of several layers. The CNN architecture has 
the following components [18,19,20]: 

1) Input layer: This layer is the first to load and enter 

data, which is then carried over to the next layer. 

2) Convolution layer: The convolution layer performs the 

convolution operation on the output from the previous layer. 

This layer serves as the foundation for CNN operations. 

3) Activation layer: To convert a node's input signal into 

an output signal. The output results will be carried over to the 

next layer [21]. 

 ( )     (   )  (1) 
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   is the strength value of the neuron. Log(b) constant 
value that can be determined [22].  
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4) Max polling: minimizing the number of parameters and 

calculations needed. 

5) Dropout: To prevent overfitting problem. 

6) Fully connected layer: All neuron activation layers in 

the previous layer are fully connected. 

 

Fig. 3. CNN architecture. 

Fig. 3 depicts the relationship between weighted units used 
to determine the effect of one object on another. CNN has one 
or more convolution layers that perform the convolution 
operation on the input before passing the results in the form of 
output to the next layer [23]. 

Several learning parameters, including batch size and 
epoch, must be set. Table I shows an explanation of the 
parameters [24]. 

TABLE I.  INITIATION PARAMETERS 

Parameter Information 

Batch Size The number of data samples sent to 

the neural network in a single epoch. 

Epoch 
The number of rounds completed 
from the start of the first dataset to 

the end. 

D. Modular Neural Network 

Modular is a self-contained system that interacts with the 
overall architectural function to perform complex tasks. To 
achieve local computation, an explicit Action must be 
performed, so that the system being modeled becomes a 
meaningful function. In eq. (4), (5) and (6), static functions are 
represented in two dimensions [25, 26]. 

 ( ( )  ( ))  [  ]  [     ]  (4) 

 ( )     (5) 

 ( )         (6) 

 
Fig. 4. Modular neural network structure. 

A modular neural network structure in Fig. 4 [27]. 

 Tasks should be broken down into subtasks. 

 Modular architecture organization 

 Communication between modules 

A vector can be used as the target response. On the 
network, each input vector is represented. Eq. (7) represents 
the MNN output [28]. 

  ∑     
 
     (7) 

   shows the weight on the number of network outputs 
resulting from the response, as explained by the deterministic 
transformation. Eq. (8) can be used to express the response 
[29]. 

    ( )                              (8) 

III. RESULT AND DISCUSSION 

Training data can account for up to 80% of the total. In the 
training process, the iteration parameter is set to 100 epochs, 
and the batch size is set to 32. The training procedure is 
carried out and is repeated 100 times in order to obtain the 
desired feature extraction. Table II shows the amount of 
training and testing data. 

TABLE II.  TRAINING DATA AND TESTING DATA 

Distribution of Testing & Training Data 
Amount of 

data 

Training 80% 100 

Testing 20% 35 

The test employs 35 test data, with 7 images in each Ulos 
category. The model is used directly in the process of 
calculating accuracy. fit() method by calling the validation 
folder's directory and then executing it with the CNN method. 

TABLE III.  RESULTS BASED ON PARAMETERS 

Epoch Loss Accuracy Val Loss 
Val 

Accuracy 
Time 

50 0.3315 0.8768 1.4779 0.6571 

4 minute 

13 
second 

75 0.2361 0.9203 0.9707 0.6571 

20 

minute 
45 

second 

100 0.0793 0.9783 2.1885 0.7429 

18 

minute 
40 

second 
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Fig. 5. MNN modeling paradigm [26]. 

MNN modeling paradigm is shown in Fig. 5. Table III 
shows the goal of determining model parameters: to compare 
the best models based on parameter values. It is re-optimized 
based on these parameters by dividing the smallest modules 
into the greatest number. The best accuracy results are found 
in the 100th epoch, which is 97.83%. 

 
Fig. 6. Accuracy and loss at epoch 100. 

Fig. 6 shows that the training and validation graphs on 
accuracy have the same pattern as the training and validation 
graphs on loss. 

 
Fig. 7. Visualization of trends in trains and tests in epoch 100. 

The accuracy and loss graphs have diverse patterns, as 
seen in Fig. 7. Due to insufficient data, this occurs and the 
pattern keeps repeating. 

 
Fig. 8. Accuracy and loss at epoch 75. 

An accuracy validation chart that follows the pattern of 
training results is shown in Fig. 8. Similar results can be 
obtained with the loss validation graph that mimics the 
training outcomes. 

 
Fig. 9. Visualization of trends in trains and tests in epoch 75. 

Fig. 9 shows the accuracy and loss graphs have different 
patterns. This is due to too little data so the pattern repeats. 

 

Fig. 10. Accuracy and loss at epoch 50. 

Fig. 10 displays a validation graph for accuracy and a 
validation graph for losses that follow the pattern of training 
results. 

 

Fig. 11. Visualization of trends in trains and tests in epoch 50. 
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Fig. 11 shows the accuracy and loss graphs have different 
patterns due to too little data. 

IV. CONCLUSION 

The testing procedure is by using 35 test data with 7 
images in each Ulos category. Because CNN already has a 
feature learning phase or process, it can classify objects 
without the need for additional feature extraction. When the 
process achieves accuracy, the use of MNN facilitates 
classification, where the process makes it easier to understand 
behavior or features in images to make them easier to 
recognize, and it increases in terms of time. Accuracy was 
97.83%, loss was 0.0793, val loss was 2.1885, and val 
accuracy was 0.7429. 
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