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Abstract—Today’s modern technologies and requirements
make the utilization of crowdsourcing more viable and applicable.
It is one of the problem-solving models that can be used in
various domains to reduce costs and time. It is also an excellent
way to find new and different ideas and solutions. This paper
studies the use of crowdsourcing in software engineering and
reveals adequate details to highlight its significance. A few recent
literature reviews have been published to address specific topics
or study general attributes of papers in crowdsourced software
engineering. This paper, however, explores all recent publications
related to software and crowdsourcing to find the trends and
highlight mobile and AI usage in software crowdsourcing. The
findings of this paper show that most research papers are in
the areas of software management and software verification and
validation. The results also reveal that machine learning and
data mining techniques are predominant in software manage-
ment crowdsourcing and software verification and validation.
Furthermore, this study shows that the methods and techniques
used in general crowdsourcing apply to mobile crowdsourcing
except in mobile testing, where there is a need for clustering and
prioritization of test reports.
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I. INTRODUCTION

The word engineering in the field of software was inspired
by the field of architecture engineering, where the design and
building go through defined steps, even though the software
has different characteristics. For example, a step in designing
a building, for example, should take many considerations,
such as budget, before sketching the design of the building.
Similarly, when building software, the first step should not be
coding the software, especially in large software and systems.
The globalization of the current world forced both fields to
adopt and use outsourcing, dispatch part of the software or
building steps/processes to another company, to compete and
evolve, especially when they lack time, workers, expertise, or
other reasons. Consequently, the availability of the Internet to
a tremendous number of users with various backgrounds and
expertise adds more opportunities and challenges to the current
working process, which leads to the use of heterogeneous users
of the Internet in the working process for both fields. This new
methodology was later called crowdsourced and defined by [1]
in 2006, and also, different terminologies could refer to the
same methodology as provided by [2].

In the crowdsourcing era, in its early days, it has been
preliminarily defined as a problem-solving model [3], and

recently, it has been reviewed in a wide range of domains
[4]; software engineering, in between, has gained a consid-
erable share in this emerging field [5], [6]. The notion of a
problem-solving model for crowdsourcing is suggested by [3]
for various applications while providing model examples and
denoting contentious points such as crowds diversity, crowds
exploitations, and intellectual labor, as well as other topics.
A recent comprehensive literature review of all various fields
where crowdsourcing has been utilized is authored by [4],
which is the first literature to investigate all possible domains
related to crowdsourcing. As crowdsourcing has been adopted
in various domains, it has become an important topic. One
of these domains is software engineering, which started with
two publications in 2008 and a total of 509 publications at the
end of 2020 [6]. For example, one publication [5] shows the
possibility of engaging in empirical studies with crowdsourcing
and presents the lesson learned to others for a successful
one. Nevertheless, crowdsourcing is a promising technique
employed in uncountable areas of SE regardless of other fields,
and it is still ongoing research.

A number of recent literature reviews have been published
that address crowdsourcing in software engineering. The study
of the relationships for both co-authors and citations through
social network analysis without considering the contextual
content of papers is presented by [6]. Despite that, the research
provides cohesive and extensive relationships and connectivity
regarding basic publication attributes, such as authors’ loca-
tions. The paper researches and reviews all of the publications
until 2020. Another review [7] provides a baseline under-
standing of microtasks and explores previous research within
crowdsourcing while listing and verifying microtask activities
and their categories, which could be helpful for researchers
and platforms. For integrating agile development methodology
with crowdsourcing, a literature review is carried out to specify
challenges and summarize them into five categories [8]. An
overview of key processes and platforms, as well as other
matters, to facilitate the adaptation of CSSD by organizations
and highlight obstacles that make organizations reluctant to
recognize CSSD is conducted by [9].

This paper is structured as follows: in this section, an intro-
duction and motivation to crowdsourced software engineering
is provided. Section II discusses the research methodology,
research questions, and how the research is conducted. Then,
Section III describes the literature outcomes, which are divided
into areas related to software engineering. In Section IV, the
research questions are answered by listing and discussing the
findings. The conclusion of this literature review is in Section
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V. Finally, suggestions for future work are in Section VI.

II. RESEARCH METHODOLOGY

The research methodology is an essential and well-defined
step in literature review papers. Hence, this section presents
the research questions and discusses the process for searching
and selecting research papers and extracting and approaching
the data.

A. Research Questions

This section provides answers to the following three listed
questions:

• RQ1: What are the directions and trends in crowd-
sourced software engineering? The aim is to inves-
tigate and analyze the recent topics in crowdsourced
software engineering.

• RQ2: Did the papers focus on mobile crowdsourc-
ing? Can general crowdsourced software engineer-
ing methods be used in mobile crowdsourcing? The
aim is to examine mobile crowdsourcing and con-
ventional methods within mobile software engineering
crowdsourcing.

• RQ3: Did the papers in the review use AI? What
type of AI did the papers use? In what areas did the
papers use AI? The aim is to explore the algorithms
that the literature uses and in which areas of software
engineering they are employed.

B. Conducting the Research

The first step in each research topic is to choose relevant
keywords to find all relevant papers. Unrelated keywords could
lead to small numbers of papers without any further hope of
obtaining additional suitable research papers. Subsequently,
gradually, more keywords are added, and the list of all
keywords that are used within advanced search queries is as
follows:

• (“Crowdsourcing” OR “crowdsourced” OR “crowd”
OR “crowdsource”) as (CrowdKeywords)

The first query, (CrowdKeywords), is used in conjunction with
the following ones:

• (CrowdKeywords) AND (“Software Engineering”)

• (CrowdKeywords) AND (“Software Development”)

• (CrowdKeywords) AND (“Software Design”)

• (CrowdKeywords) AND (“Requirements” or “crow-
dRE”)

• (CrowdKeywords) AND (“Software” or “testing” or
“test” or “defect”)

As shown in Fig. 1, the search is first established through
scholarly search engines online, without engaging in manual
search activities, such as printed journals, and excluding books
and thesis. There are a large number of databases. The papers
are collected from IEEE, ACM, Science Direct, SpringerLink,

Wiley Online Library, MDPI, AIMSciences, and Airiti. Ad-
ditionally, this review focuses solely on recent papers and
contributions, so any research paper published before 2022
is filtered out. After the preliminary collection of more than
100 publications, stored in a reference manager software, by
reading just titles and keywords, all the collection papers are
validated against the following criteria:

1) Papers must be very recent, and there are no dupli-
cations.

2) For quality control, remove preprinted or publications
that are not peer-reviewed.

3) To ensure the relevance of collected publications,
at least two authors review each paper’s abstract to
check whether the paper is related to the scope of the
research or not.

Fig. 1. Research methodology.

Next, the remaining 41 papers are exported from the refer-
ence manager to a spreadsheet. The spreadsheet contains the
main attributes of each research paper and other details related
to this research, such as the paper title, type, library, authors,
date, the software engineering area, subarea, keywords, aim,
objectives, main points, and summary. When the paper is
selected to be included in the spreadsheet file, all details need
to be obtained and filled out in the spreadsheet. With the
help of the reference manager software, the keywords are also
exported instead of manually filling them out. Still, several
papers’ keywords are manually extracted, which indicates in-
consistent standardization between databases. These keywords
are processed differently, and a program is developed that
is executed inside the spreadsheet to handle the data. The
program simply fetched all keywords with their corresponding
paper and then clustered them based on each keyword.

III. LITERATURE OUTCOMES

In this section, the papers selected for review are discussed.
This literature review is divided into five subsections based
on the problems the research papers solve. The subsections
are software management, software specification, software
development, software verification and validation, and software
evolution. Fig. 2 depicts these subsections. Furthermore, two
subsections: software management and software verification
and validation, are further divided into subsubsections.

A. Software Management

Since software management is an extensive topic, its topics
are further divided into subsections according to what is
discussed in the selected papers. These subsections are produc-
tivity and motivation, task and crowd worker recommendation,
trust issues, task pricing, and project documentation. Fig. 3
shows the subsections of software management.
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Fig. 2. Literature outcome main areas.

Fig. 3. Software management subareas.

1) Productivity and motivation: The authors of [10] inves-
tigate the collaboration of crowd workers in transient teams
versus solo developers using a data-driven empirical study. The
results show that the experience of teamwork affects the teams’
performance in both the long and short term. In particular, the
results show that individuals in each team can learn in the
short term by getting support and sharing ideas with other
members. Furthermore, in the long term, the members learn
from working with other experienced team members. The
paper contributes strategies for collaborative contest design-
ers, platform operators, and crowd workers. These strategies
include increasing the complexity of the contests, emphasizing
virtual teams in contests, or reducing the number of total
medals.

While [10] examines the effects of working solo as a
developer or in teams on performance and learning, the authors
of [11] study the effects of game elements that exist in several
crowdsourcing platforms on individual contributors. Multiple
crowdsourcing platforms use game elements such as contests,
leaderboards, and rankings with the intent to motivate crowd
workers. The results show that there is a different effect on the
performance and effort of workers depending on their abilities.
Data from TopCoder shows that feedback has a positive effect
on high-scoring workers and a negative effect on low-scoring
individuals.

Unlike [10], [11], the writers of [12] define, explain,
and justify the area and use of the microtasks programming
approach, regarding functions programming, on the factors

such as team size, the time needed for new developers, and the
velocity of the whole project. Moreover, they have conducted
an experiment to study the positive and negative sides without
focusing on areas related to the design and maintenance of
microtasks. The experiment has shown several advantages of
adopting microtasks, especially for the short project schedule.
Overall, this study establishes a path for software corporations
and encourages them to use microtasks, which could lead
to the involvement of external developers, crowdsourcing in
particular.

2) Task and crowd worker recommendation: The authors
of [13] state that crowd workers often choose their testing
tasks from whatever is immediately available. This abrupt
choice could lead to wasted time and effort for both the tester
and the requester. Furthermore, it could lead the tester to
the inability to discover and find the bugs in the assigned
task. Thus, the authors of this paper propose a context-aware
personalized crowdsourced software testing method for task
recommendation named PTRec. This method uses contextual,
historical data and the preferences of the tester to recommend
the appropriate task. PTRec consists of two models that are
able to extract 60 features automatically to help the tester
choose a suitable task. The goal is to reduce wasted efforts
and the number of unpaid tasks. PTRec also uses the random
forest learner technique to find the proper testing task which
matches the workers’ interests and expertise. Tests on 2404
crowd workers and 636 tasks reveal that this approach has 82%
precision and saves the efforts of exploring tasks by 81%.

In addition to [13], another research [14] has proposed
a new recommendation model which considers users’ prefer-
ences. This method is a capability-corrected long- and short-
term attention network (CLEAN). It outperforms the existing
traditional models. The model considers the gradual interest
changes of workers and the constraints and skills needed to
perform the tasks while incorporating the contextual data of
tasks besides common attributes.

According to the authors of [15], existing studies use one-
time recommendations based on the knowledge of the worker
at the start of a new task. Furthermore, they assert that this
recommendation has a popularity bias. In other words, the
methods in these studies recommend almost all of the tasks to
users with the highest experience. To remedy these issues: this
study proposes iRec2.0, which is a context- and fairness-aware
in-process crowd worker recommendation method. iRec2.0
achieves its stated goals by modeling the dynamic testing
context, using a learning-based technique, and applying a
multi-objective optimization component. The outcomes of the
evaluations show that this method has the potential to divide
the tasks fairly among the users, decrease the testing process
time, and save costs.

In [16], the authors assert that the quantity and quality of
the completed tasks are directly affected by task recommenda-
tion. The authors also state that previous task recommendation
modules focus on one user only per task. Unlike [13], [15],
the authors of [16] present a method to recommend tasks and
coworkers for these tasks. This method operates on the user’s
performance history on previous tasks in combination with a
social network component for the coworker recommendation.
This method checks and informs users if it is best to complete
this task independently or if they should seek help from a
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friend in their social network. This method factorizes a user-
task rating matrix to get the latent matrix. Then it applies
a greedy method to select tasks for each user. The method
calculates the intimacy data and the extroversion data of
users with their friends in the social network to recommend
coworkers. The results by the authors show that it outperforms
the current existing algorithms.

Crowdsource contribution is open to every qualified person.
This openness could pose a problem of malicious workers
and malicious task submissions. To tackle these problems, the
authors of [17] propose a method named Outlier Detection for
Streaming Task Assignment. Its goal is to detect malicious
crowd workers. This technique uses an evolving time series to
model the arrival of workers and their task submissions. This
framework has a novel method based on Generative Adver-
sarial Network (GAN), which is socially aware and can work
with time series. The authors also propose a novel method to
train the loss functions of GANs with social awareness. It also
has the capability to assign tasks to users similar to [13]–[16].
This method uses a greedy algorithm to improve the efficiency
of the process of task assignment.

Whereas [13]–[17] focus on task assignment, [18] focuses
on the reliability of recruits. In [18], the authors investigate
four different crowdsourcing platforms and a computer science
(CS) mailing list to determine the reliability of their recruits for
empirical software development studies. The crowdsourcing
platforms are Prolific, Appen, Clickworker, and Mechanical
Turk. The authors’ criteria of reliability are programming
skills, privacy, and security attitudes. For the university CS
students, the authors also consider self-efficacy. The results
show that while university CS students rated themselves lower
than other crowdsourcing participants in secure development
and self-efficacy, 89% of them answered all programming
skills correctly. Furthermore, the study shows that university
CS students are the most cost-effective recruits.

Out of all the studies on task management in this paper,
only one study highlights the need for coordination in the
platform for doing tasks related to software design between
designers and clients. Therefore, it identifies all potential co-
ordination limitations encountered in the process and promotes
coordination propositions with the help of a questionnaire.
The feedback from participations through the questionnaire
verifies the limitations and welcomes the purpose solution to
alleviate the lack of coordination in platforms [19]. Moreover,
another study proposes four steps to task flow from the
beginning of constructing the task until the aggregation of the
results, and this solution is evaluated in two ways. Also, the
crowdsourcing platforms have the advantage of incorporating
and implementing proposed approaches [20].

3) Task pricing: Is giving crowd workers the ability to
choose their preferred incentive will result in better perfor-
mance and solution quality? Is one type of incentive for all
participants an optimal motivator? In [21], the authors of this
paper empirically investigate the effects of giving the choice of
reward to participants on the quality of the solution submitted.
The results of this work show that when participants can
choose their preferred incentive, they will spend more time
on their assigned tasks and produce better-quality solutions
in contrast to participants who offered one type of incentive.
The results show the importance of having a flexible reward

structure and allowing participants to select what matches their
motives.

Both [21], [22] state that personalized pricing can yield
better resulting tasks than common pricing, which is pricing
with no personalization. The authors of [22], though, remark
that personalized pricing is arduous to incorporate into some
systems due to its complexity. Therefore, [22] investigate
two schemes: personalized pricing per worker and common
pricing with bonus payments after task completion to explore
their impacts. The results show that with the proper bonuses,
common pricing is close to an approximation of optimal
personalized pricing.

The authors of [23] argue that instead of having a fixed
price for tasks, there should be a dynamic system for pricing
tasks to incentivize crowd workers. Accordingly, The authors
of this paper propose a system called CrowdPricer, which
gives, in addition to the base payment for the accomplished
tasks, bonuses for completing tasks which is the recommended
method by [22]. In addition, CrowdPricer increases the utility
expectation of the requester to guarantee profits. To achieve its
stated goals, CrowdPricer learns the effect of bonuses on the
quality of the delivered tasks using deep time sequence mod-
eling. The authors’ experimentations using a crowdsourcing
platform and simulations show that using CrowdPricer results
in higher-quality task solutions and maximizes the utility of
the requester.

4) Trust issues: Several critical and ordinary trust issues
are raised in the crowdsourcing implementation. The authors
[24] present these issues by conducting a survey with practi-
tioners, listing nine critical issues as “deficient assistance to
best practices”, “malicious code”, “lack of licensed software
utilization”, “loss of data”, “network security risks”, “quality
of workers”, “social attacks”, “crowd legal action”, and “loss
of intellectual property”. Additionally, the study results are
validated via a focus group of four experts in academia. One
of the issues of intellectual property is investigated in the
context of testing reports by one paper [25]. It proposes a
system for intellectual rights confirmation with the integration
of blockchain and the implementation of other methods. This
system would overcome problems, such as code plagiarism,
and prevent unwanted modifications of data with the help
of the blockchain decentralized methodology [25]. Another
paper [26] indicates the need for implementing blockchain
to diminish unwelcome behavior raised by centralized sys-
tems. However, it showed that the quality of previous works
regarding keeping traceability or increasing privacy is less
than required. Therefore, it proposes STPChain based on
blockchain, which better preserves traceability and improves
privacy, including preventing wrong actions.

5) Project documentation: The paper [27] studies the effect
of using various types of media as a documentation type and
focuses solely on instructional screencast documentation. As
the popularity of this type has recently increased, especially for
crowd-based content and new developers, the paper suggests a
platform for this content. In addition, the platform could have
essential functionalities such as making the content searchable
and linking its content to other artifacts.
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B. Software Specification

As there is a vague overlap between crowd-based re-
quirements engineering (CrowdRE) and market research (MR)
primarily caused by the incremental use of automation, one
study explains and identifies them. Furthermore, after provid-
ing various scenarios and equivalent implementation of both
CrowdRE and MR, the study implies the overall benefits of
CrowdRE, which could be sufficient [28].

Specialized public web forums and general user stories
format are a great way to elicit crowd opinions and ex-
periences on many topics. The authors of [29] use Reddit
forums to collect requirement engineering data by analyzing
the discussion in the forums. In particular, the authors propose
crowdsourcing requirement engineering by valuation argumen-
tation (CrowdRE-VArg) to identify and prioritize issues, design
changes, and new features and decide on the appropriate
requirements. CrowdRE-Varg uses machine learning and nat-
ural language processing to analyze end-users supporting and
attacking arguments in discussions from users’ posts on Reddit.
Their results show the validity of the approach for using Reddit
as a platform for rational mining and the eliciting of opinions.
Another paper [30] analyzes user stories and proposes CREUS,
Crowd-based Requirements Elicitation with User Stories, as an
iterative process practical design for conducting pull feedback
after engaging in three case studies. It provides qualitative
analysis of user stories or feedback as the main contribution
besides quantitative results as usual case studies.

Software requirement engineering (RE) is a challenging
process, and it requires the constant availability of the stake-
holders, which is not guaranteed. To handle the problems
of RE, the author of [31] proposes a conceptual framework
that combines the crowdsource software development (CSSD)
approach with the SCRUM software development approach.
The framework collects the data from the crowd at large,
which increases efficiency and reduces costs. This framework
consists of four main layers designed to use the features of
both approaches. The layers deal with document preparation,
prioritization of tasks, planning, design, and retrospective
meeting. On the other hand, [32] present specific challenges
regarding requirements for a specific area. The authors show
and discuss the needs of older well-being adults for intel-
ligent assistance systems through crowd-based requirements
engineering (crowd-RE). Also, it demonstrates the crowd-RE
process and some challenges in this area.

One research [33] studies prototype validation. It develops
a platform that uses the crowd to obtain feedback and validate
the prototype iteratively before actual development. First, it
conducts a design science study to address the vague of
applying crowd-workers and prototype validation in platforms.
Then, through the formed knowledge and implementation, it
develops a platform that tackles the difficulties. Moreover,
the study is valuable for building new or enhancing current
mechanisms with the crowd-validation process.

C. Software Development

In [34], the authors aim to identify the percentages of vul-
nerabilities in code submitted by participants in code in com-
petitive programming (CP) platforms. This paper focuses on
data, 6.1 million submissions to be exact, from the CodeChef

CP platform. The results show that 34.2% of submissions have
software vulnerabilities. The authors did not find conclusive
evidence to correlate the number of vulnerabilities with the
leaderboard position of the participant. Furthermore, the study
shows that participants do not follow secure coding practices,
and even when a participant with perfect scores reattempts
the task, the study shows there are no security improvements
in the new submission. One way to mitigate these issues
is to use crowdsourcing. The authors of [20] suggest that
instead of using automated or manual anti-pattern detection
methods, which consume time and lack certainty, the use of
crowdsourcing and propose four steps for task flow.

D. Software Verification and Validation

On the subject of software verification and validation,
the selected papers solve problems in software testing and
usability, test report clustering and prioritization, and quality
of defects reports. Fig. 4 shows the subareas of software
verification and validation.

Fig. 4. Software verification and validation subareas.

1) Software testing and usability: After analyzing the prob-
lems that developers face in crowdsourced software develop-
ment (CSD), the authors of [35] concluded that crowdsourcing
is more fitting for software testing than software development.
The authors state that the main advantages of crowdsourced
software testing (CST) are reducing the time and cost of
software testing. Furthermore, the authors express that better
tools make developers work efficiently. Hence, the paper pro-
poses a new testing program that incorporates crowdsourcing
and open-source sharing techniques. An example of using
crowdsourcing in testing is [36]. The authors of [36] did a
comprehensive study to compare the cost and time of using
novice crowd and expert heuristics in usability inspection. A
single expert’s heuristic usability inspection leads the novice
crowd. The results show that, on average, both methods detect
the same usability issues. However, the novice crowd method
takes less time to identify the problems and costs less than the
expert heuristic usability inspection.

To overcome the challenges of testing human-AI interac-
tions and collaborations, the authors of [37] propose a Human-
AI INtergarion Testing framework (HINT). HINT is a crowd-
based framework that uses a humans-in-the-loop workflow to
test AI-based experiences. This framework aims to solve the
drawbacks of existing methods by simulating AI experiences
that evolve over time, allowing rapid testing, providing early
feedback during the development phase, and evaluating crowd
workers and AI in offline testing. In addition, to overcome
problems that exist in current testing implementation for IoTs,
another research [38] develops a new crowdsourcing test sys-
tem oriented toward the Internet of things with the integration
of blockchain technologies as a potential solution. The system
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consists of two modes, online and offline testing. The device
or devices in the online mode, which are the main focus of
interest, are real devices. In this case, testers engage and test
the devices online with multi-thread technology implemented
to allow concurrent testers, which is helpful, especially for
limited hardware resources. The offline mode is to test the de-
vices physically. Besides all security that the system provides,
it contributes to a dependable online testing system for IoTs,
especially with the lack of online testing for IoTs.

Regarding fault localization and exploiting the power of
crowdsourcing, only one research [39] has investigated this
area. It has a distinguished and unfamiliar approach for au-
tomated fault localization (AFL) in crowdsourcing software
engineering by exploiting the solutions of all works and
making them one set of referenced solutions. The main point
is that when encountering fault statements, each statement in
buggy programs is referenced and evaluated with an equivalent
statement from other solutions.

2) Test report clustering and prioritization: The authors
of [40] assert that an issue of the previous research papers
dealing with the clustering of test reports is that the papers
do not take into account the semantic connection between
the screenshots and text in the analyzed test reports, which
results in suboptimal results, especially in the deduplication of
test reports. Therefore, This paper proposes a method using
semi-supervised clustering using deep image understanding
to analyze crowdsourced mobile application test reports. This
method is SemCluster. SemCluster creates semantic binding
rules from the semantic connection between screenshots and
text descriptions in test reports. The results of this paper show
that SemCluster outperforms the state-of-the-art method in six
metrics of clustering results. Another approach [41] uses a
fused features approach after obtaining text and screenshots
features and then using common classification algorithms.

Liu et al. in [42] state that in addition to the large number of
test reports produced by crowdsourcing that needs inspecting,
one specific issue of mobile application test reports is that
they have more screenshots than text descriptions of the tests.
In addition to this paper, [40], [41], [43], [44] deal with these
issues as well. To solve the issues of the number of reports
and screenshots, the authors of [42] propose a novel method to
understand text and images to cluster test reports. This method
uses natural language processing to calculate the distance
between reports. It also uses Spatial Pyramid Matching (SPM)
to compute the similarity of the screenshots in the reports. The
authors tested the method on 1400 screenshots and more than
1600 test reports from six industrial crowdsourced projects.
Tests show that this method results in up to 37% improvement
over the baseline in the average percentage of faults detected
(APFD). Moreover, only the following paper [41] points out
that existing automatic test report classification techniques are
incompatible with crowdsourced mobile test reports as they
contain incomplete texts, as well as the previously mentioned
screenshots.

In [43], the authors propose and evaluate a method adapted
from the prioritization of test reports in regression testing.
This method sorts test reports in two phases. First, to process
the text of the reports, this method uses natural language
processing and word segmentation. Second, to prioritize the
test reports, the paper uses a combination of a genetic algo-

rithm, two greedy algorithms, and an adaptive random test case
prioritization algorithm. It aims to make it easy and efficient
for developers to check reports according to their priority. The
results show that this method has promising performance in
prioritizing the test reports, with an average percentage of
faults detected (APFD) of more than 0.8.

The authors of [44] devise a new method called DivClass
to prioritize test reports. DivClass combines diversity and
classification strategies to order the reports for inspection. A
feature of this method is that it handles duplicate test reports
similar to the method proposed in [40], [42]–[44] in which they
use natural language processing to analyze the test reports in
one of their method steps. The next step in [44] is to build
a similarity matrix using an asymmetric computation strategy.
The final step consists of the previous two steps to prioritize
the reports. The authors state that it reduces the number of
tests to inspect, reducing the inspection cost. It also improves
DivRisk, the state-of-the-art method, by 14.12% on average
and has 0.8887 APFD.

3) Quality of defect reports: Three studies [45]–[47] pro-
vide ways to enhance the quality of the defect reports generated
by usually non-expert crowds. The first research [45] studies
the reports, which contain a good and bad description of
bugs, submitted by crowdsourcing, usually non-professional
testers. After it shows possible quality indicators, the paper
proposes CTRQS as a framework to qualify test reports using
analytical indicators based on dependency parsing. Therefore,
in the end, just the reports that describe the defect better
should be processed for localization and fixing. The second
paper [46] attempts to generate more promising defect reports
results by adding more than one tester participating together
to find and report defects instead of one tester working alone.
The result shows an enhancement regarding the quality of
the final report by decreasing the invalid reported defects
and increasing the report of difficulty defects. On the other
hand, the third research [47] states the need for improving
the crowd-workers instead of only establishing techniques for
the quality of crowdsourced testing reports. Also, it indicates
that enhancing the knowledge and abilities of testers from
the beginning will provide better-quality reports. Therefore,
this study proposes an assistant approach to suggest, guide,
and educate crowds by exploiting Android’s automated testing
results.

In a different area of software quality, one research [48]
suggests using crowdsourced workers, who meet minimum
quality requirements, as a third party to evaluate and certify
software meant for public users based on the available software
documents and templates. Then, a quantitative quality score is
assigned to the software-specific version, and the evaluation
process is repeated after each considerable change in the
current software version. Another area of research [49] claims
that almost all previous techniques study the duplicated defects
without false defects. Hence, this paper contributes by using
duplicated defects to build a model which can provide a
high estimation accuracy for valid defects. Furthermore, the
model accuracy increases when the approach is applied to
crowdsourced testing.
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E. Software Evolution

In [50], Reis et al. use supervised machine learning meth-
ods with crowdsourced data collected over three years to
identify code smells. The authors focus on Java code and three
types of code smell, which are long methods, god classes, and
feature envy. The data is collected from about a hundred teams,
each team with an average of three members. The results of the
papers prove the feasibility of crowdsemlling using supervised
machine learning techniques applied to data collected from
software developers (wisdom of the crowd). However, the
authors state that further studies are needed to cover other
types of code smells. The authors are currently developing an
Ecplise IDE plugin which should simplify the crowdsourcing
process. This plugin collects data about the code, identifies
code smells, and gets the developer’s opinion regarding the
data detected by the plugin.

IV. RESULTS AND DISCUSSION

RQ1: What are the directions and trends in crowd-
sourced software engineering? After collecting and analyzing
the 41 papers published in 2022, This research reveals that
the collected papers discuss the following five areas: software
management, software specification, software development,
software verification and validation, and software evolution.
The most discussed area in crowdsourced software engineering
is the area of software management. Out of the 41 papers, 17
papers deal with various software management problems. This
review also determines that the least papers, one paper, are in
the area of software evolution, even though it is an essential
and costly activity in software engineering. Table I shows the
areas, the count of the papers, and the paper selected in these
areas.

TABLE I. AREAS OF THE SELECTED PAPERS

Area Selected Papers

Software Management 17 [10], [11], [13]–[27]
Software Specification 6 [28]–[33]
Software Design & Implementa-
tion

2 [20], [34]

Software Verification & Valida-
tion

15 [35]–[49]

Software Evolution 1 [50]

Continuing the discussion on the directions and trends of
the research in crowdsourced software engineering, in this
review, both software management and software verification
and validation are divided into subareas based on the collected
papers. Table II shows the subareas of software management,
the collected and selected papers, and the number of papers in
each of the subareas. Software management has five subareas
shown in Table II. A look at the areas of software management
shows that most research papers in this literature review, which
are 7 out of 17, are on task and crowd worker recommenda-
tions. There are three papers in each of the following fields
productivity and motivation, task pricing, and trust issues in
software. The least number of papers which is one study is on
project documentation.

In the subarea of software verification and validation, there
are 15 papers spanning three subareas. There exist five studies

TABLE II. SUBAREAS OF SOFTWARE MANAGEMENT

Subareas Selected Papers

Productivity & Motivation 3 [10]–[12]
Task & Worker Recommendation 7 [13]–[19]
Task Pricing 3 [21]–[23]
Trust Issues 3 [24]–[26]
Project Documentation 1 [27]

in each one of the three subareas. Table III shows the details of
the subareas and papers of software verification and validation.

TABLE III. SUBAREAS OF SOFTWARE VERIFICATION AND VALIDATION

Subareas Selected Papers

Testing & Usability 5 [35]–[39]
Test Report Clustering & Prioritization 5 [40]–[44]
Quality of Defect Reports 5 [45]–[49]

The results of the Tables I, II, and III lead us to conclude
that the most trending topics in crowdsourced software engi-
neering are two. First, the topics that deal with software man-
agement especially managing tasks, workers, and motivation.
Second, all the subareas of software verification and validation.
These subareas are software testing and usability, test report
clustering and prioritization, and quality of defect reports.

Furthermore, an analysis of all keywords in the papers
was conducted to investigate the trending topics from different
viewpoints. The keywords are also used to see how diverse
the papers are in the context of subtopics. As a result, the
number of different keywords is more than 180 words from
41 papers. Table IV shows the keywords that appear in three
papers or more, only the top eight keywords are listed, and
the common keywords to the primary research topic are
excluded, such as crowdsourcing, software engineering, and
software. The results agree with the previous conclusion that
software management and testing are the most dominant topics.
Moreover, the selected papers in this review are more diverse,
covering various subtopics, as there are 162 keywords that are
unique and used only in one paper.

TABLE IV. MOST COMMON KEYWORDS THAT APPEAR IN PAPERS

Keywords Selected Papers

Crowdsourced testing 9 [13], [15], [25], [41], [42], [44], [45],
[47], [49]

Task Analysis 7 [13], [19], [42]–[44], [47], [49]
Testing 5 [13], [37], [42], [45], [47]
Computer Bugs 5 [13], [42], [44], [45], [47]
Software Testing 4 [43], [44], [46], [49]
Requirements Engineering 3 [28], [31], [32]
Mobile Applications 3 [42], [45], [47]
Software Quality 3 [20], [26], [50]

RQ2: Did the papers focus on mobile crowdsourcing?
Can general crowdsourced software engineering methods
be used in mobile crowdsourcing? Mobile development
comes with its own set of problems, especially in software
testing [40]–[44] describe these issues. In this review, there
are ten papers that focus exclusively on mobile crowdsourcing,
specifically mobile testing. The remaining papers, 31 papers,
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focus on general software engineering crowdsourcing, which
is applicable to mobile crowdsourcing as well. Table V lists
the papers with their focus area. These results lead us to
deduce that the crowdsourcing methods in general software
engineering crowdsourcing are suitable for mobile crowdsourc-
ing, except for mobile testing methods highlighted by [40]–
[44].

TABLE V. PAPERS FOCUS

Focus Selected Papers

Mobile Crowdsourcing 10 [13], [15], [16], [40]–[45], [47]
General Crowdsourcing 31 [10]–[12], [14], [17]–[39], [46], [48]–[50]

RQ3: Did the papers in the review use AI? What type
of AI did the papers use? In what areas did the papers
use AI?

TABLE VI. AI IN PAPERS

AI Methods Selected Papers

ML & DM 14 [13]–[17], [23], [29], [30], [40]–[44], [50]
None 27 [10]–[12], [18]–[22], [24]–[28], [31]–[39], [45]–[49]

Yes, 14 papers use AI techniques, while 27 do not. Specif-
ically, the papers use either Machine Learning (ML) or Data
Mining (DM) methods. Table VI list the papers that use the
AI methods. However, not all AI is applied to all the areas of
crowdsourced software engineering. Table VII shows the areas
and papers in which AI methods are employed. In Table VII,
the results show that test report clustering and prioritization
and task and worker recommendation use AI the most, with
five papers each. Two papers in software specification use AI.
Both task pricing and software evolution have one paper each
that uses AI techniques.

TABLE VII. AI AREAS IN THE SELECTED PAPERS

Area Selected Papers

Test Report Clustering & Prioritization 5 [40]–[44]
Task & Worker Recommendation 5 [13]–[17]
Software Specification 2 [29], [30]
Task Pricing 1 [23]
Software Evolution 1 [50]

V. CONCLUSION

This literature review examines and studies the latest papers
in crowdsourced software engineering to find the current trends
and directions of the research literature. This paper focuses
exclusively on all the publications of 2022 to get a clear and ac-
curate picture of the crowdsourcing landscape. This review also
answers a number of relevant and current questions. It answers
whether the papers focus solely on mobile crowdsourcing and
whether general crowdsourced software engineering methods
apply to mobile crowdsourcing. Furthermore, it discusses the
question of AI usage in the papers. In particular, this re-
search checks whether the selected papers incorporate machine
learning or data mining techniques into their proposed crowd-
sourcing solutions. The results of this literature review show
that the largest number of contemporary research focuses on

software management and software verification and validation.
In mobile crowdsourcing, the results show that while general
crowdsourcing methods work for most mobile crowdsourcing
activities, mobile testing requires specific techniques to deal
with the large number and the nature of tests. The results also
show the papers that use machine learning and data mining
methods to tackle specific crowdsourced software engineering
areas.

VI. FUTURE WORK

One of the least discussed topics in software engineering
crowdsourcing is secure software development. Crowd workers
come from diverse places and have different programming and
security backgrounds. Therefore, they will have various goals
to achieve and different experiences. In this research, paper
[34] shows the percentage of vulnerabilities in competitive
programming platform submissions. The study did not find a
connection between the leaderboard position of the participants
and the number of vulnerabilities in their submitted code.
Furthermore, even the resubmissions of full-scoring tasks did
not have security improvements. These results beg the follow-
ing research questions: Is it possible to have a crowdsourcing
platform for secure software development? How to incentivize
crowd workers to submit secure code? Can the incentivization
techniques in [21]–[23] be used to encourage secure coding
practices? Will it affect software verification and validation?
These are all questions that need further research.

There are many possible areas of improvement in the
quality of crowdsourcing that can be investigated. One of
them is the minimum number of crowd workers engaging in
one task. Each type of task requires a different number of
workers, and in this way, the power and quality of crowd
wisdom can be exploited in a cost-effective manner. Moreover,
the crowds must be certified for the required type of tasks
before joining crowdsourcing platforms. Certification will en-
sure higher quality workers. Alternatively, to encourage worker
certification, certified workers can be paid more than non-
certified ones. There could be several types of certifications
depending on the type of platform or task. In addition, to our
knowledge, there are no established crowdsourcing standards
of best practices that ensure continuity and portability for both
tasks and processes.
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