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Abstract—Driver drowsiness is a critical factor in road safety,
and developing accurate models for detecting it is essential.
Transfer learning has been shown to be an effective technique
for driver drowsiness detection, as it enables models to leverage
large, pre-existing datasets. However, the optimization of hyper-
parameters in transfer learning models can be challenging, as it
involves a large search space. The core purpose of this research
is on presenting an approach to hyperparameter tuning in
transfer learning for driving fatigue detection based on Bayesian
optimization and Random search algorithms. We examine the
efficiency of our approach on a publicly available dataset using
transfer learning models with the MobileNetV2, Xception, and
VGG19 architectures. We explore the impact of hyperparameters
such as dropout rate, activation function, the number of units
(the number of dense nodes), optimizer, and learning rate on the
transfer learning models’ overall performance. Our experiments
show that our approach improves the performance of the transfer
learning models, obtaining cutting-edge results on the dataset
for all three architectures. We also compare the efficiency of
Bayesian optimization and Random search algorithms in terms
of their ability to find optimal hyperparameters and indicate
that Bayesian optimization is more efficient in finding optimal
hyperparameters than Random search. The results of our study
provide insights into the importance of hyperparameter tuning
for transfer learning-based driver drowsiness detection using
different transfer learning models and can guide the selection
of hyperparameters and models for future studies in this field.
QOur proposed approach can be applied to other transfer learning
tasks, making it a valuable contribution to the field of ML.

Keywords—Hyperparameter tuning; driver drowsiness detec-
tion; transfer learning; Bayesian optimization; Random search

I. INTRODUCTION

ML models for detecting driver fatigue have shown promise
in accurately identifying and alerting drowsy drivers. Transfer
learning is a popular approach in developing such mod-
els, as it allows leveraging pre-existing datasets to improve
model performance. However, optimizing hyperparameters for
transfer learning models can be a daunting task given the
vast search space involved. In fact, compared to its default
value, the model performs far better when the appropriate
hyperparameter is used. The hyperparameter changes based on
the data collection. The study of hyperparameter optimization
for well-known ML models is presented in article [30]. In order
to build an effective drowsiness detection system, it is crucial
to choose appropriate hyperparameters for the ML model used
for this task. Some critical hyperparameters for the drowsiness

detection system include dropout rate, activation functions,
units (the number of dense nodes), optimizer, and learning
rate.

Dropout [12]: In order to prevent overfitting, Dropout is
a regularization method that functions by randomly dropping
a certain proportion of neurons while training. This reduces
overfitting and enhances the model’s capacity to make accurate
predictions on new data.

Activation function [15]: The activation function is used
to provide non-linearity features into the model. Non-linear
activation functions are necessary for deep learning (DL)
models as they allow the model to learn complex relation-
ships between the input and output data. Common activation
functions include Adam, RMSprop, ReLU and tanh. Selecting
an activation function will depend on the particular task and
the kind of data in use.

Units: The number of dense nodes in a neural network
layer is a hyperparameter. Increasing the number of units in
a layer increases the model’s capacity to learn but also raises
the possibility of overfitting. A careful balance must be struck
between the number of units and the regularization techniques
used to prevent overfitting.

Optimizer [25][34][26]: By utilizing optimization algo-
rithms, researchers can improve the effectiveness of a CNN
model for a specific task. The optimizer is used to update the
model’s weights during training. Common optimizers include
SGD, Adam, and RMSprop. When selecting an optimizer, it
is important to consider both the task to be performed and the
nature of the data.

Learning rate [18]: The learning rate is a crucial factor
in determining the size of the weight updates that take place
during training. A high learning rate will result in rapid
convergence but may also result in the optimizer overshooting
the optimal solution. A low learning rate will converge slowly
but is less likely to overshoot the optimal solution. The learning
rate must be carefully chosen to ensure that the optimizer
converges to an optimal solution.

The main contribution of the study is to introduce a
method for optimizing hyperparameters in transfer learning for
detecting driving fatigue. The approach utilizes both Bayesian
optimization and Random search algorithms. The publicly
available dataset was used to assess the efficacy of the
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suggested approach, which was applied to different transfer
learning models.

II. RELATED WORKS

Driving when fatigued is a serious safety risk, with po-
tentially disastrous consequences. Various methods have been
developed for driver drowsiness detection to prevent accidents
caused by sleepy or fatigued drivers. One such method is the
use of sensors that can detect changes in Physiological-based
measures, Physiological-based measures refer to the use of
physical signals, to detect changes that indicate drowsiness,
such as steering wheel movements [3]. Study [14] presents
a low-cost ECG sensor designed for drowsiness detection in
drivers. The sensor provides good results in extracting ECG
parameters and is used in combination with facial recognition
for improved detection in unfavorable conditions. [24] In this
study, ECG signals were employed to detect and analyze
a driver’s condition, with 13 features extracted and trained
through SVM, KNN, and Ensemble classifiers. The findings
demonstrate high accuracy levels (ranging from 93.1% to
100%) in two-class identification, but a reduced accuracy rate
of 58.3% in five-class detection. The study [16] evaluated the
efficiency of in-ear EEG in detecting alertness-drowsiness in
drivers and compared it with three peripheral signals - ECG,
PPG, and GSR. A review article explores various methods
that use Electroencephalogram (EEG) signals for detecting and
managing driver drowsiness [22]. The paper [23] describes a
wearable EEG device that is placed on the driver’s forehead
and can automatically detect the driver’s mental state. [5]
This paper proposes a new DL architecture that automatically
detects sleepiness from single-channel EEG data using a CNN.
Behavioral-based measures refer to the use of observable
behaviors and actions to detect drowsiness, such as, The study
[29] proposes a method to detect drowsiness in real-time secu-
rity camera footage by analyzing if someone’s eyes are open
or closed. This involves identifying the person’s face and eyes
in the image and applying an extended Sobel operator to detect
the shape of the eyelids’ curvature. Based on the concavity of
the curves, the technique determines whether an individual’s
eyes are open or closed. The paper proposes a method for
detecting driver drowsiness based on eye blink detection. The
system detects the eyes using facial landmark extraction and
measures the Eye Aspect Ratio to detect blinks. The total
number of blinks per minute is compared to a standard value to
identify whether the driver is drowsy [17]. A new method [2]
for detecting mental fatigue and drowsiness in drivers by using
the XSENS motion capture system to analyze head posture
movements. A deep neural network using LSTM architecture
is utilized to classify driver states based on three dimensions
time-series head angular acceleration information, achieving
high accuracy with an overall training accuracy of 99.2%. A
new system is proposed in [32] for detecting the condition of
a driver’s eyes and mouth using Retinaface and the residual
channel attention network. Results showed high accuracy of
98.962% for eye state classification and 98.561% for mouth
state classification on a dataset developed for this study. [4]
Describes a drowsiness identification model that integrates
face and head pose detection using Dlib models. Recognition
of driver fatigue through detecting yawns [20][19][31]. In
this work [1][10] a driver drowsiness detection system in
real-time that uses facial landmarks and dlib to detect eye
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movement and yawning. [21] The ratios for eye aspect, mouth
opening, and nose length are determined through a process of
adaptive thresholding. The study [13] proposes a drowsiness
detection method that combines yawning and closing of the
eyes using mouth and eye aspect ratios and head pose analysis
through optical flow. Two classification techniques, multilayer
perception, and K-nearest neighbors were investigated for the
prediction of drowsiness. The project [7] detects facial features
from a live stream of a driver and then localizes the eyes that
are either open or closed. In [31] uses two modules to detect
driver fatigue by identifying the condition of the eyes and
mouth. The mouth area is identified through depth informa-
tion while a semi-VGG architecture using CNN networks is
employed to detect open or closed eyes. The findings from both
detections are integrated and achieved an accuracy of around
90%. The study [11] developed an image-based approach using
YOLOvV3 CNN and LSTM neural network for detecting driver
drowsiness, which showed effectiveness in detecting yawning
and blinking time periods with real-time experiments.

III. TRANSFER LEARNING MODELS

Transfer learning is a machine learning (ML) technique to
enhance the learning process by utilizing a pre-trained model
for a new task. Transfer learning models are neural networks
that have been trained on a large dataset, typically for image
recognition or natural language processing tasks, and then
adapted for a new task with a smaller dataset. The basic idea
behind transfer learning is that a model that has learned to
recognize certain features in one domain can be re-purposed
to recognize similar features in another domain. There are
several approaches to implementing transfer learning models,
but they generally involve modifying the pretrained model to
suit the new task. This might involve adding new layers to the
model, changing the total of neurons in the existing layers,
or fine-tuning the weights of the existing layers. One of the
most evident advantages of transfer learning is that it can
considerably minimize the volume of data needed to train a
fresh model since many of the relevant characteristics have
already been learned by the pre-existing model. This can be
particularly useful for tasks where there is limited labeled data
available. Transfer learning can be advantageous in that it helps
to enhance the performance of a model since the pretrained
model has already learned to recognize a variety of crucial
features in the input data. Examples of transfer learning in
various fields include Computer Vision: Pretrained models can
be fine-tuned on a smaller dataset of medical images to detect
specific types of tumors in X-ray images. Natural Language
Processing: Pretrained models can be further adjusted on a
smaller dataset of news articles to detect fake news. Speech
Recognition: Pretrained models for speech recognition can be
fine-tuned on a smaller dataset of spoken commands to control
a smart home device.

The study aims to use is to use Bayesian Optimization
and Random Search to find hyperparameters for the Transfer
Learning model, including VGG19 [28], MobileNetV2 [27]
and Xception [8]. The experiments carried out for this research
are listed in Table I and the search space for hyperparameters
is given in Table II.
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TABLE I. THE TECHNIQUE INVOLVES LEVERAGING A PRE-TRAINED NETWORK FOR FEATURE EXTRACTION AND THEN TUNING THE MODEL THROUGH
FINE-TUNING

Models VGG19 | Xception |

MobileNetV2

Usage of pre-trained

The technique involves leveraging a pre-trained network for feature extraction and then tuning the model through fine-tuning to improve its effectiveness

Remove the classification layer at the top of the pre-trained model.
A new model head is constructed on top of the base model.

This includes an AveragePooling2D layer.

. A Flatten layer to transform the output into a vector.

Description

A Dropout layer to prevent overfitting.

A layer that is Dense and specifies the number of units and activation function.

A Dense layer which is typically used in the final output layer of a neural network with a softmax activation function is added to output the probability distribution over four classes.
During the training process, the weights of the base model layers are frozen to prevent updating, while only the weights of the new head model are updated

Hyperparameter

Dropout rate, Activation function, Number of units, Optimizer, and Learning rate

TABLE II. THE SEARCH SPACE FOR HYPERPARAMETERS

Hyper parameter Search space

Dropout rate

values=[0.0, 0.1, 0.2, 0.3, 0.4, 0.5]

Activation function

values=[softplus’, ’softmax’, ’softsign’, ’relu’, "hard_sigmoid’, "tanh’, ’sigmoid’]

Number of units

values=[32, 64, 128, 256, 512, 1024, 2048]

Optimizer

values=[’Adadelta’, *Adagrad’, ’Adam’, 'RMSprop’, ’SGD’, ’Adamax’, ’Nadam’]

Learning rate

values=[1le-1, le-2, 1e-3, le-4, 1e-5]

IV. HYPERPARAMETER OPTIMIZATION

The main goal of hyperparameter optimization is to au-
tomate the process of hyperparameter tuning and make it
more efficient. The overall objective of a hyper-parameter
optimization problem is to achieve [30].

z" = arg min f(x) (D
Where f(x) is the objective function; z* is the configuration
of hyperparameters that generates the optimal value for f(z);
the hyperparameter x can assume any element in the search
space X.

A. Grid Search

Grid search [30] is a popular method used for exploring the
configuration space of hyperparameters. This method involves
evaluating all possible combinations of hyperparameters. Grid
search is a straightforward approach that can be easily im-
plemented and parallelized. However, it becomes less efficient
when the number of hyperparameters increases, as the number
of evaluations required to search the entire configuration space
grows exponentially.

B. Random Search

Random search [30] [6] [33] is a simple and straightfor-
ward hyperparameter optimization method that is commonly
used in ML. The approach involves randomly sampling hy-
perparameters from a specified search space, and evaluating
the resulting models on a validation set to determine the
performance of each set of hyperparameters.

One of the main advantages of Random search is its
simplicity and ease of implementation. It requires minimal
tuning and can be easily parallelized, allowing for efficient
use of computational resources. Additionally, Random search
can often outperform more sophisticated optimization meth-
ods for low-dimensional hyperparameter spaces. A significant

drawback of both Grid search and Random search is that each
evaluation made throughout the search process is independent
of any prior evaluations. Therefore, while selecting the next set
of hyperparameters to assess, these approaches do not consider
the outcomes of earlier evaluations.

C. Bayesian Optimization

Bayesian optimization [30][9] is a probabilistic approach
to global optimization that is commonly used in ML, op-
timization, and experimental design. The goal of Bayesian
optimization is to find the optimal set of hyperparameters that
maximizes a given objective function, such as the accuracy
of DL and ML models or the efficiency of a manufacturing
process.

Several models, such as the Gaussian Process (GP), Ran-
dom Forest (RF), and Tree-structured Parzen Estimators (TPE)
models, can be used as the surrogate function in Bayesian opti-
mization to simulate the distribution of the objective function,
to approximate the unknown objective function. Iteratively
updating the surrogate model with new observations of the
objective function as the optimization process progresses,
allowing for more accurate predictions of the optimal set of
hyperparameters.

One of the main advantages of Bayesian optimization is
its ability to efficiently optimize complex, high-dimensional,
and non-convex functions with noisy and expensive evalu-
ations. This makes it particularly useful for optimizing the
hyperparameters of DL and ML models, which often involve
complex and high-dimensional spaces. Furthermore, Bayesian
optimization is able to handle constraints and multi-objective
optimization problems.

V. METHODOLOGY

A. Dataset and Data Preparation

The dataset used in this study consists of a total of 3064 im-
ages, which were collected for the purpose of driver drowsiness

www.ijacsa.thesai.org

830 |Page



(IJACSA) International Journal of Advanced Computer Science and Applications,

detection. The dataset is composed of four categories: eyes
closed, eyes open, yawning, and no yawning. There are 726
images of eyes closed, which were obtained by capturing the
eye region of subjects when their eyes were closed. Similarly,
there are 726 images of Eye Open, which were obtained when
subjects had their eyes open. The third category, Yawn, consists
of 820 images, which were captured when subjects were
yawning, and the fourth category, No Yawn, consists of 812
images, which were captured when subjects were not yawning.
The dataset was partitioned into three distinct sets: training
set, testing set, and validation set - in a random manner. The
distribution of the dataset can be found in Fig. 1 and Fig. 2.

Dataset distribution
B840

820
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780
760
740
720
-
680
660

eye open

=

=]

eye dosed yawning no yawning

Fig. 1. A dataset distribution.
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— o

Fig. 2. Samples of drowsiness disease images. (a) Eye open, (b) Eye closed,
(c) Yawn (d) No yawn.

B. Model Evaluation Metrics

In this research, the effectiveness of the DL models was
examined using a variety of metrics. These metrics include
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Precision, Recall, Fl-score, and Accuracy. Accuracy was used
to measure the overall effectiveness of the models in predicting
the target variable. Precision was used to measure the propor-
tion of true positive results among all the positive predictions is
being calculated, while recall was used to measure the ratio of
correctly predicted positive instances out of all actual positive
instances in the dataset is being evaluated. Fl-score, which
combines both precision and recall, was used to provide a
balanced view of the model’s performance, especially in cases
where the classes are imbalanced. By utilizing multiple evalu-
ation metrics, were able to achieve an in-depth comprehension
of the model’s performance.

Accuracy = TP+TN 2)
Y“TPYTN+FP+FN
TP
Precision — — 1+
recision TP+ FD 3)
TP
Recall = TP FN TFN “4)

Precision * Recall
Fi — = 5
1 — Seore Precision + Recall )

In which, TP: True Positive, TN: True Negative, FP: False
Positive, FN: False Negative.

C. Results

In order to train the DL model, the images were altered
in size to either 224 x 224 for the VGG19, MobileNetV2,
and Xception architectures. Removing the original fully con-
nected Layer in MobileNetV2, VGG199, and Xception base
network and changing them with new fully-connected Layers,
then fine-tuning to a dataset for detecting drowsiness. The
models of architecture utilized in this research are displayed
in Fig. 3. During our experiments, we employed the Bayesian
optimization and Random search techniques to adjust a set of
five parameters that are fine-tuned within the neural networks.
Specifically, we fine-tuned the dropout rate, activation function,
units (number of dense nodes), optimizer, and learning rate.

Three models, VGG19, Xception, and MobileNetV2, were
trained and tested on a given dataset. Bayesian optimization
and Random search were employed to fine-tune the mod-
els. VGG19 achieved an accuracy of 0.97039 with Bayesian
optimization, and 0.96875 with Random search. Xception
obtained an accuracy of 0.98355 with both Bayesian opti-
mization and Random search, while MobileNetV2 achieved
the highest accuracy of 0.98684 with Bayesian optimization
and 0.98190 with Random search. Overall, the results show
that MobileNetV2 outperformed the other models with the
highest accuracy in Bayesian optimization. The optimized
hyperparameters found using Bayesian Optimization and Ran-
dom Search for VGG19, Xception, and MobileNetV2 models
are shown in Table IIl and is used to conduct various test
scenarios described in Table I.
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MobileNetV2 VGG19 Xception
| J Y
average_pooling2d | input: | (None, 7, 7, 1280) average_pooling2d | in (None, 7, 7, 512) average_pooling2d 1 | input: | (None, 7, 7, 2048)
AveragePooling2D | output: | (None, 1, 1, 1280) AveragePooling2D | output: | (None, 1, 1, 512) AveragePooling2D | output: | (None, 1, 1, 2048)
Y L
flatten | input: | (None, 1, 1, 1280) flatten | input: | (None, 1, 1, 512) flatten | input: | (None, 1, 1, 2048)
Flatten | output: (None, 1280) Flatten | output: (None, 512) Flatten | output: (None, 2048)
Y Y
dense | input: | (None, 1280) dense | input: | (Mone, 512) dense_2 | input: | (None, 2048)
Dense | output: | (None, 1024) Dense | output: | (None, 32) Dense | output: (None, 64)
) Y
dropout | input: | (None, 1024) dropout | input: | (None, 32) dropout_1 | input: | (None, 64)
Dropout | output: | (None, 1024) Dropout | output: | (None, 32) Dropout | output: | (None, 64)
) Y
dense_1 | input: | (None, 1024) dense_1 | input: | (None, 32) dense 3 | input: | (None, 64)
Dense | output: (None, 4) Dense | output: | (None, 4) Dense | output: | (None, 4)

Fig. 3. Removing the original fully connected Layer in MobileNetV2, VGG199, and Xception base network and changing them with new fully connected
Layers.

1) VGG19: Fig. 4 displays the optimized confusion ma-
trices for the VGG19 model that have been optimized using
Bayesian optimization and Random search techniques. The
VGG19 model’s training and validation performance metrics
including loss and accuracy are shown in Fig. 5. To get these
results, Bayesian optimization and Random search strategies
were also used. The precision, recall, F1-score, and accuracy
were achieved during the evaluation of this model on each
class using the best hyperparameters determined by Bayesian
optimization and Random search presented in Table IV.

2) Xception: The optimized confusion matrices for the
Xception model are shown in Fig. 6, which were produced
using both Bayesian optimization and Random search methods.
Additionally, using the above optimization techniques, Fig.
7 shows the Xception model’s performance during training
and validation. The precision, recall, Fl-score, and accuracy
achieved during the evaluation of this model on each class
using the best hyperparameters determined by Bayesian opti-
mization and Random search are presented in Table V.

3) MobileNetV2: Both Bayesian optimization and Random
search methods were utilized to create the optimized confusion
matrices for the MobileNetV2 model, as presented in Fig. 8.
Additionally, Fig. 9 showcases the performance during training
and validation of the MobileNetV2 model, obtained through
the application of the aforementioned optimization methods.
The precision, recall, Fl-score, and accuracy were achieved
during the evaluation of this model on each class using the
best hyperparameters determined by Bayesian optimization
and Random search presented in Table VI.

The classification performance of the three optimized mod-

els is displayed in Fig. 10. In terms of precision, the Mo-
bileNetV2 model performs better than all the others. Compared
to Random search, Bayesian optimization is more effective at
obtaining optimal hyperparameters.

VI. CONCLUSION

In this study, we proposed an approach for hyperparameter
tuning in transfer learning for driver drowsiness detection using
Bayesian optimization and Random search algorithms. We
evaluated our approach on a publicly available dataset using
transfer learning models with the MobileNetV2, Xception,
and VGG19 architectures. We explored the impact of various
hyperparameters including dropout rate, activation function,
number of units, optimizer, and learning rate on the perfor-
mance of the transfer learning models.

Our experiments show that our approach improves the
effectiveness of the transfer learning models, obtaining cutting-
edge results on the dataset for all three architectures. We
also compared the performances of Bayesian optimization and
Random search algorithms in terms of their ability to find
optimal hyperparameters and demonstrated that Bayesian opti-
mization is more efficient in finding optimal hyperparameters
than Random search.

Our findings highlight the importance of hyperparameter
tuning in transfer learning-based driver drowsiness detection
and provide insights into the impact of different hyperpa-
rameters on the effectiveness of the transfer learning models.
Furthermore, our proposed approach can be applied to other
transfer learning tasks, making it a valuable contribution to the
field of ML.
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TABLE III. HYPERPARAMETER VALUES FOUND USING BAYESIAN OPTIMIZATION AND RANDOM SEARCH

Models | Dropout rate | Activation function | Number of units | Optimizer | Learning rate | Accuracy

VGG19

Bayesian Optimization | 0.2 Elu 32 Adam 0.001 0.97039

Random Search 0.1 Tanh 1024 RMSprop 0.001 0.96875

Xception

Bayesian Optimization | 0.1 Elu 64 RMSprop 0.01 0.98355

Random Search 0.5 Tanh 128 Adam 0.001 0.98355

MobileNetV2

Bayesian Optimization | 0.1 Tanh 1024 RMSprop 0.001 0.98684

Random Search 0.5 Elu 1024 Adagrad 0.1 0.98190
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4. Confusion matrix of VGG19. VGG19 (a) The ideal hyperparameter values are chosen through the utilization of Bayesian optimization. VGG19 (b) The
ideal hyperparameter values are chosen through the utilization of Random search.

Training Loss and Accuracy Training Loss and Accuracy
10
10
08 -
w
| C ..
= Ub
0.6 g
§ 2o A
T — train_loss = = ftrain_loss
= wval_loss — wal_loss
02- train_acc W 02- train_acc
= wal_acc — val_acc
0 2 a0 60 80 100 0 2 40 60 80 100
Epoch # Epoch #
VGG19 (a) VGGIL9 (b)

Fig. 5. Loss and accuracy plots of VGG19. VGG19 (a) The ideal hyperparameter values are chosen through the utilization of Bayesian optimization. VGG19

(b) The ideal hyperparameter values are chosen through the utilization of Random search.
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Fig. 6. Confusion matrix of Xception. Xception (a) The ideal hyperparameter values are chosen through the utilization of Bayesian optimization. Xception (b)
The ideal hyperparameter values are chosen through the utilization of Random search.
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Fig. 7. Loss and accuracy plots of Xception. Xception (a) The ideal hyperparameter values are chosen through the utilization of Bayesian optimization.
Xception (b) The ideal hyperparameter values are chosen through the utilization of Random search.

Overall, our study emphasizes the significance of selecting
appropriate hyperparameters to achieve optimal performance
in transfer learning models for detecting driver sleepiness and
provides a framework for doing so. The results of this study
can guide the selection of hyperparameters and models for
future research in this area.

FUTURE WORKS

Further investigations can be carried out to explore the
impact of other hyperparameters, such as weight decay and
batch size, on the effectiveness of transfer learning models
for detecting driver sleepiness. Furthermore, the combination
of multiple optimization techniques, such as Bayesian opti-

mization, Random search, and Hyperband can be researched
to further improve the efficiency of hyperparameter tuning.
Finally, the proposed approach can be extended to real-time
sleepiness detection for drivers using mobile devices. The
implementation of optimized transfer learning models on such
devices can enable real-time monitoring of driver drowsiness,
thus enhancing road safety.
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Fig. 9. Loss and accuracy plots of MobileNetV2. MobileNetV2 (a) The ideal hyperparameter values are chosen through the utilization of Bayesian

optimization. MobileNetV2 (b) The ideal hyperparameter values are chosen through the utilization of Random search.

TABLE IV. THE PRECISION, RECALL, F1-SCORE, AND ACCURACY TABLE V. THE PRECISION, RECALL, F1-SCORE, AND ACCURACY

ACHIEVED DURING THE EVALUATION OF THE VGG-19 MODEL USING THE ACHIEVED DURING THE EVALUATION OF THE XCEPTION MODEL USING

BEST HYPERPARAMETERS DETERMINED BY BAYESIAN OPTIMIZATION THE BEST HYPERPARAMETERS DETERMINED BY BAYESIAN OPTIMIZATION

AND RANDOM SEARCH AND RANDOM SEARCH

VGG19 | Precision | Recall | Fl-score | Accuracy Xception | Precision | Recall | Fl-score | Accuracy

Bayesian Optimization Bayesian Optimization

Closed 0.9649 0.9821 0.9734 0.9821 Closed 1.0000 0.9732 0.9864 0.9732

Open 0.9687 0.9920 | 0.9802 0.9920 Open 0.9920 1.0000 | 0.9960 1.0000

No Yawn 0.9712 0.9440 0.9574 0.9440 No Yawn 0.9726 0.9930 0.9826 0.9930

Yawn 0.9823 0.9736 0.9779 0.9736 Yawn 0.9911 0.9824 0.9867 0.9824

Random Search Random Search

Closed 0.9090 0.9821 0.9442 0.9821 Closed 0.9729 0.9642 0.9686 0.9642

Open 0.9612 0.9920 0.9763 0.9920 Open 0.9920 0.9920 0.9920 0.9920

No Yawn 0.9694 0.8881 0.9270 0.8881 No Yawn 0.9459 0.9790 0.9621 0.9790

Yawn 0.9823 0.9736 0.9779 0.9736 Yawn 0.9909 0.9561 0.9732 0.9561
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Fig. 10. (a) The accuracy of the models based on hyperparameters found by two methods: Bayesian Optimization and Random Search; (b) Overall accuracy of
the models.

TABLE VI. THE PRECISION, RECALL, F1-SCORE, AND ACCURACY
ACHIEVED DURING THE EVALUATION OF THE MOBILENETV2 MODEL
USING THE BEST HYPERPARAMETERS DETERMINED BY BAYESIAN

OPTIMIZATION AND RANDOM SEARCH

MobileNetV2 | Precision |

Recall | Fl-score | Accuracy

Bayesian Optimization

[1]

[2]

[3]

[4]

[5]

[6]

[7]

Closed 1.0000 0.9553 0.9771 0.9553
Open 0.9689 1.0000 | 0.9842 1.0000
No Yawn 0.9850 0.9230 | 0.9530 0.9230
Yawn 0.9193 1.0000 | 0.9579 1.0000
Random Search

Closed 0.9814 0.9464 | 0.9636 0.9464
Open 0.9689 1.0000 | 0.9842 1.0000
No Yawn 0.9510 0.9510 | 0.9510 0.9510
Yawn 0.9736 0.9736 | 0.9736 0.9736
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