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Abstract—The success of machine learning (ML) as well as
deep learning (DL) depends largely on data availability and
quality. The system’s performance is frequently more affected
by the amount and quality of its training data than by its
architecture and training specifics. Consequently, demand exists
for challenging datasets that both precisely measure performance
and present unique challenges with real-world applications. The
Egypt Monuments Dataset vl (EGYPT-v1) is introduced as a new
scalable benchmark for fine-image classification (IC) and object
recognition (OR) in the domain of ancient Egyptian monuments.
EGYPT-vl dataset is by far the world’s first large specified
such dataset to date, with over seven thousand images and 40
distinct instance labels. The dataset composes different categories
of monuments such as pyramids, temples, mummies, statues,
head statues, bust statues, heritage sites, palaces and shrines.
Several advanced deep network architectures were tested to
appraise the classification difficulty in the EGYPT-vl dataset,
namely ResNet50, Inception V3, and LeNet5 models. The mod-
els achieved accuracy rates as follows: 99.13%, 90.90%, and
92.64%, respectively. The dataset was predominantly created
by manually collecting images from the popular global online
video-sharing and social media platform, Youtube, as well as
WATCHIT, Egypt’s top streaming entertainment service. Addi-
tionally, Wikimedia Commons, the largest crowdsourced media
repository in the world, was used as a secondary source of images.
The images that comprise the dataset can be accessed on the
GitHub repository https://github.com/mennatallahhassan/egypt-
monuments-dataset.
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I. INTRODUCTION

Within the realm of computer vision, IC and OR are key
research topics that have been extensively investigated for
years. The objective of IC is to [1], [2], [3], [4]. The objective
of OR [5], [6] is the computer vision task of recognising a
particular instance of an object, as opposed to its category.
For example, it is interested in instance-level labels such as
“Karnak Temple in Luxor” or “Khufu Pyramid in Giza” rather
than simply “Karnak” or “Khufu” when labeling images.

When ML and DL techniques for image classification
and instance-level recognition (ILR) tasks have progressed,
methods have improved in their robustness and scalability, and
they have started solving standard datasets.

Furthermore, despite the fact that increasingly largescale
classification datasets, for instance, CIFAR-10 [7], ImageNet
[8], in addition to Openlmages [9], have become standard

benchmarks, there still needs to be monument datasets for
fine-grained instance recognition and classification. A mon-
ument refers to a structure that has been erected and can
take many forms, including busts, crosses, statues, fountains,
mausoleums, obelisks, pyramids, reliquaries, sarcophagi, ste-
les, graves, or triumphal arches. In addition, smaller-scale
forms such as medals and commemorative plaques can also
be considered monuments [10]. Generally, the world is full
of monuments; remarkably, Egypt contains a third of the
world’s monuments; parts of these monuments are displayed
in the most famous museums all over the world [11]. This
paper presents the Egypt Monuments Dataset vl (EGYPT-
vl), a novel scalable dataset for IC and ILR. More than
seven thousand images of forty-one different monuments and
historical landmarks are available in EGYPT-v1, as seen in
Fig. 1. Fig. 2 illustrates its geographic distribution across
Egypt. The instance recognition task uses a training dataset
of 5,833 labelled images and 1,945 labelled images as a test
set, that includes ground truth information regarding the in-
stance classification (IC) and ILR tasks. Although our primary
objective for Egypt Monuments Dataset vl is to recognize
historical landmarks and monuments, the solutions developed
to overcome the obstacles, can be easily adapted to address
other instance-level recognition challenges, including artwork
recognition.

The primary objective of Egypt Monuments Dataset vl
is to replicate real-world circumstances and, consequently,
introduces several complex hindrances. There are thousands of
images representing tens of classes in EGYPT-v1. The degree
of intra-class variation is significantly elevated, with images of
a single class exhibiting both indoor and outdoor views and
images that possess a tangential association with a particular
class, like museum paintings. The Egypt Monuments Dataset
v1 is intended to be used as a novel benchmark for IC and
ILR.

The dataset, training instance labels, classification and
recognition ground truth data, and metric computation code
are accessible to the public.

In summary, this paper presents the Egypt Monuments
Dataset v1, a novel and challenging benchmark for fine-image
classification and object recognition in the domain of ancient
Egyptian monuments. The RELATED WORK section com-
pares the existing monument/landmark image classification
and recognition datasets with our novel proposed dataset. The
dataset consists of many images and distinct instance labels
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Fig. 1. An overview of the EGYPT-v1 dataset composed of over 7k images for 41 classes.

TABLE I. THE EGYPT-V 1 DATASET IS BEING HIGHLIGHTED AMONG EXISTING MONUMENT AND HERITAGE SITES DATASETS. THE EGYPT MONUMENTS
DATASET V1 1S THE FIRST PUBLIC DATASET REGARDING THE AVAILABILITY OF EGYPTIAN ANCIENT MONUMENT IMAGES AND HERITAGE SITES

Dataset Year # Monuments/Landmarks # Images Annotation Collection Dataset Scale
Oxford [1] 2007 11 5,063 Manual City

Paris [12] 2008 11 6,392 Manual City
Holidays [13] 2008 500 - Manual Worldwide
European Cities 50k [14] 2010 20 50k Manual Continent
Geotagged StreetView [15] 2010 - 17k StreetView City
Rome 16k [16] 2010 69 16k GeoTag + SfM City

San Francisco [17] 2011 - 1.7M StreetView City
Landmarks-PointCloud [18] 2012 1k 205k Flickr label + SfM Worldwide
Singapore Landmark-40 [19] 2012 40 13,538 Internet sources + Manual City

24/7 Tokyo [20] 2015 125 1k Smartphone + Manual City
Paris500k [21] 2015 13k 501k Manual City
Landmark URLs [3] 2016 586 - Text query + Feature matching Worldwide
Google Landmarks [22] 2017 30k 1M GPS + semi-automatic Worldwide
Revisited Oxford [4] 2018 11 1M Manual + semi-automatic Worldwide
Revisited Paris [4] 2018 11 1M Manual + semi-automatic Worldwide
Qutub Complex Monuments’ Images [23] 2018 5 1,286 Google Images City
Indian heritage monuments [24] 2020 143 7,150 Web Scraping Country
Google Landmarks Dataset v2 [25] 2019 200k M Crowdsourced + semi-automatic Worldwide
Our Egypt Monuments Dataset v1 2022 41 7,778 Manual + semi-automatic Country

representing various categories of monuments. All details have
been explained in the DATASET OVERVIEW section. The
performance of several advanced deep network architectures
on the EGYPT-vl dataset has been evaluated. The accuracy
rates have been illustrated in the EXPERIMENT section.

This paper also discusses the dataset’s creation, distri-
bution, and potential applications in instance-level recogni-
tion challenges, including recognition. Overall, the EGYPT-v1
dataset aims to replicate real-world circumstances and provide
a valuable tool for researchers and practitioners in computer
vision.

II. RELATED WORK

Image recognition’s challenges extend from simple image
classification (e.g., “human face” or “building”) through fine-
grained tasks that distinguish between models, and styles (such
as “Head Sculpture” and “Ancient Temple”) to recognition
on an instance level (as ‘“Portrait Head of Queen Tiye at
the Neues Museum, Berlin, German” and “The Great Temple

of Ramesses II, Aswan, southern Egypt”). Identifying ancient
Egyptian monuments and historical landmarks is the primary
focus of our novel dataset. Subsequently, datasets for image
classification and recognition were scrutinized, with particular
attention given to those most relevant to our research. Table
I presents the existing datasets for monument/landmark image
classification and recognition, along with our proposed novel
dataset.

1) City-scale datasets: The datasets regarding Oxford [1],
as well as Paris [12], consist of a huge number of landmark
images found in both cities, collectively belonging to 11
categories. Additional datasets concentrate on photography
from a specific city: Rome 16k [16]; Singapore Landmark-
40 [19], including over 13,000 images from Singapore city.
The dataset used in this study was created by collecting
images from a range of different sources. Specifically, 40%
of the images were obtained from Google Images, 40% were
sourced from Flickr, and 5% came from Photobucket. The
remaining 15% were acquired through manual means. This
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portion comprised Geotagged Streetview Images [15], which
consisted of approximately 17,000 photographs of Paris and
San Francisco Landmarks [17], containing over 1.7 million
images; Qutub Complex Monuments’ Images containing 1,286
images for five famous monuments in Delhi, India; 24/7
Tokyo [20], including a thousand images under various lighting
situations; and Paris500k [21], including 501,000 images.

2) Country-scale dataset: Indian heritage monuments
dataset (IHMD) [24] contains 6,959 images of 413 classes.
This dataset has been collected from image search engines
using web scrappings such as Google Images, Bing Images,
Wikimedia and Flickr.

3) Continent-scale datasets: The datasets that are more
recent in origin contain images that have been sourced from
a notably wider range of locales within the same continent
than the older datasets. Within the European Cities (EC) 50k
dataset, there are images of 20 landmarks that are distributed
across 9 cities [14], including unannotated images from 5
additional cities that were used as distractors. Another version
of this dataset has 1 million photos from 22 cities; however,
all annotated photographs come from only one location [26].

4) Worldwide-scale datasets: The more expanded datasets
have images of landmarks globally. The Landmarks-
PointCloud dataset includes 205,000 images of 1,000 well-
known landmarks [18]; The Landmark URLs dataset of ap-
proximately 192,000 images is classified into 586 landmarks.
168,882 images are utilized for fine-tuning in experiments,
while the remaining 20,668 images are utilized to validate
parameters [3]. The Revisited Oxford dataset, as well as
Revisited Paris dataset are two other recent examples of global
landmark datasets, each comprising eleven landmarks and
roughly a million images [27]. The Google Landmarks Dataset,
which is the dataset from which the data used in this study was
drawn, originally consisted of 2.3 million photographs taken at
30,000 unique landmarks. However, this dataset is unstable due
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Fig. 2. Egypt map highlighting the distribution of ancient Egyptian
monuments and heritage sites across Egypt regarding Egypt Monuments
Dataset v1. (Starting from Cairo and reaching to Aswan).
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to copyright limitations. It declines over time as photographs
are destroyed by the users who upload them [22]. To our
best knowledge, no such large unique, collected country-scale
datasets with ground truth Egyptian ancient monuments and
landmarks visibility information are publicly available yet.

III. DATASET OVERVIEW
A. Purposes

The purpose of the Egypt Monuments Dataset vl is
to simulate the following constraints of industrial monu-
ment/landmark recognition. It is scalable to encompass all
ancient Egyptian monuments and landmarks worldwide, as
they are not confined to Egypt alone. There are numer-
ous discoveries and expeditions concerning ancient Egyptian
monuments Intra-class variability. Images of monuments and
historical landmarks are captured both indoors and outside, in a
variety of lighting circumstances and from a variety of vantage
points. In addition, there will be images that are connected to
well-known ones. Public availability. The dataset aims to help
the research community solve the scarcity of Egyptian ancient
monument datasets that face researchers in this domain [28].
Our dataset was explicitly built to account for these difficulties.

B. Data Distribution

The Egypt Monuments Dataset vl contains 41 diverse
monuments and heritage sites from 6 out of the 28 gover-
norates of Egypt; As indicated in Table II, this dataset of
ancient Egyptian monuments and landmarks is truly unique
and one-of-a-kind. By far, statutes are the most frequent type,
followed by temples, then pyramids. Approximately 37% of
the monuments with over 2,000 images are located in Luxor,
while about 27% are in Cairo.

C. Dataset Construction

The process of gathering data and constructing the ground
truth is described in this section.

1) Data sources: WatchiT, a leading Egyptian streaming
entertainment platform, and Youtube, a global online video-
sharing platform, are the primary sources for the Egypt Mon-
uments Dataset v1. Then there is Wikimedia Commons, the
most extensive online collection of user-submitted images,
videos, and other media. Millions of photos of famous land-
marks, taken by an active community of photographers and
partner organizations like libraries, archives, and museums,
are available on Wikimedia Commons under Creative Com-
mons and Public Domain licenses. The goal of Wiki Loves
Monuments, a yearly competition, is to add more high-quality
landmark images to the site, while classifying them based on a
detailed taxonomy of cultural heritage sites around the world.
Images were also sourced from Google Images in addition to
the aforementioned Wikimedia Commons.

2) Annotation: Notably, ground-truth annotation is noto-
riously difficult. Given that it is difficult to predefine what
monuments or heritage sites are and that they are only some-
times clearly apparent, identifying monuments is challenging.
Furthermore, for certain heritage sites, such as The Giza
Pyramids and The Bent Pyramid, images can be captured from
a considerable distance.
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Fig. 3. (a) ResNet50 Model’s Accuracy. (b) InceptionV3 Model’s Accuracy. (c) LeNet5 Model’s Accuracy. (d) Training Loss of ResNet50 Model. (e) Training
Loss of InceptionV3 Model. (f) Training Loss of LeNet5 Model.

IV. EXPERIMENT

In this study, the utilization of the dataset is illustrated,
and various baseline models that can be used as a reference
for future research are introduced. Furthermore, an analysis
of the outcomes obtained from the real-world challenge is
provided. The findings discussed in this part are all relevant to
the ground truth of version 1 of the dataset. Herein, the efficacy
of recognizing the visual features of the EGYPT-vl dataset
using cutting-edge classification techniques is evaluated.

Experiments using various advanced deep network archi-
tectures have been conducted, such as ResNets [29], Inception
V3 [30], and LeNet5 [31] models, to assess the level of
classification difficulty in our EGYPT-v1 dataset. To train the
models, data augmentation techniques have been employed.

Networks have been fine-tuned using pre-trained weights
of ImageNet, optimized with Adam [32] and 1e-05 for the
learning rate. Training and testing have been conducted with
images sized at 224 x 224.

As shown in Table III, a performance comparison table
was created to differentiate the three models. The models
under examination are RESNETS50, Inception V3, and LeNet
5, all of which are representative of deep learning techniques.
The results of our analysis are presented in Table III in the
document.

Upon close scrutiny of the graph presented in Fig. 3(a), it
can be noted that the testing accuracy of ResNet50 surpasses
the training accuracy after 90 epochs. In addition, a trend
of improvement is observed in both the training and testing

accuracy curves as the number of epochs progresses. The
ResNet50 model attains 99.69% for training accuracy and
99.13% for testing accuracy at the completion of the training
process. The dissimilarity between these two accuracy values
is negligible, which indicates that the model is not partial to
training images, and can perform with comparable efficiency in
recognizing unobserved images. In contrast, as depicted in Fig.
3(d), the loss function performance is nearly indistinguishable
for both curves. It is worth noting that saturation is observed
for both curves at around epoch 110. The ability of the loss
function to produce consistent results suggests that the model is
not prone to overfitting concerns and can distinguish unknown
data as efficiently as it classifies recognized data.

In Fig. 3(b), upon completion of training, InceptionV3’s
accuracy on the training data was 93.31%, while its accuracy
on testing data was 90.90%. The substantial gap in accuracy
scores indicates overfitting, a situation in which a model excels
on training data while it shows inferior performance on new,
unseen data. Overfitting can be addressed by reducing the
model’s complexity, increasing the training data volume, or
implementing regularisation techniques. In Fig. 3(e), if the
loss graph is examined closely, it can be seen that initially,
the testing loss was significantly lower than the training loss.
The training and testing loss demonstrated a decreasing trend
as the epochs’ number increased. Based on Fig. 3(f), it appears
that the model has not fully converged and may benefit from
additional training epochs. To confirm this speculation, an
additional experiment was conducted, as shown in Fig. 4. The
InceptionV3 model was trained on the same dataset with 600
epochs and achieved an accuracy of 96% with a loss curve
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TABLE II. INSIGHTS OF THE EGYPT-v1 DATASET, CONTAINING 41
DIVERSE CLASSES DISTRIBUTED IN 6 GOVERNORATES OF EGYPT

Monument/Heritage Site Name Category Located in  # Images
The Great Temple of Ramesses II Temple Aswan 1283
Hatshepsut  Temple-Deir  ElBahari ~ Temple Luxor 590
Temple

The Shunet El Zebib Heritage Site Sohag 558
Saqqara Pyramid-Pyramid of Djoser-  Pyramid Giza 445
Step Pyramid of Djoser

The Great Sphinx of Giza-Abou El Statue Giza 358
Houl

Bent Pyramid of King Sneferu Pyramid Giza 305
The Small Temple of Abu Simbel-  Temple Aswan 280
Temple of Nefertari-Temple of Hathor

Menkaure Pyramid Pyramid Giza 267
Khafre Pyramid Pyramid Giza 247
Medinet Habu Temple-The Temple of ~ Temple Luxor 242
Ramses IIT

Meidum Pyramid of King Sneferu Pyramid Beni Suef 213
Head Statue of Akhenaten Statue Luxor 206
Karnak Temple Temple Luxor 205
Architect Senenmut with Princess Statue Cairo 193
Neferu-Ra

Red Hatshepsut Shrines Shrine Luxor 166
Malkata Palace-Amenhotep III Palace Palace Luxor 152
Statue of King Zoser Statue Cairo 152
Mask of Tutankhamun Mask Cairo 147
King Amenhotemp Shrine Shrine Luxor 141
Abu Simbel Temples Temple Aswan 140
Sacred Lake Lake Luxor 139
Mastaba Tomb Giza 136
Khufu Pyramid Pyramid Giza 124
Statue of Queen Hatshepsut Statue Luxor 124
Amenhotep III Template Temple Luxor 119
Queen Hatshepsut Mummy Mummy Cairo 106
Court of King Thutmose I Heritage Site Luxor 105
Bust Statue of Akhenaten Statue Luxor 75
The Great Sun Court of Aton Heritage Site Luxor 72
Head Statue of King Hatshepsut Statue Cairo 68
Tutankhamun Coffin-Tutankhamun  Sarcophagus Cairo 66
Sarcophagus

Statue of Tutankhamun with Ankhese- Statue Luxor 58
namun

Statue of Akhenaten Statue Cairo 55
Tomb of King Den Tomb Sohag 48
King Thutmose II Mummy Mummy Cairo 43
Giza Pyramids Pyramid Giza 41
Goddess Isis with her child Statue Cairo 41
King Thutmose II Statue Luxor 21
Another Statue of Akhenaten Statue Cairo 20
Statue of Princess Meketaton Statue Cairo 16
Temple of Edfu Temple Aswan 11
41 11 6 7,778

that plateaued at 60%. The model’s performance may benefit
from more training epochs, as indicated by these results.

In Fig. 3(c), the graph demonstrates that the training and
testing accuracy curves of the LeNet5 model display a consis-
tent upward trend as the epochs’ number increases. Notably,
the testing accuracy is continuously more unstable than the
training accuracy curve. Upon completion of the training
process, it attains 94.29% for training accuracy and 92.64%
for testing accuracy. Besides Fig. 3(f), when analyzing the

TABLE III. EVALUATION METRICS

Measurment

Model Type Accuracy  Precision Recall F1-Score
ResNet50 99.69 % 99.73% 99.67 % 99.70%
InceptionV3  Train 93.31% 96.52% 90.53% 93.37%
LeNet5 94.29% 95.20% 93.17% 94.16%
ResNet50 99.13% 99.28% 99.13% 99.20%
InceptionV3 Test 90.90% 87.90% 94.21% 90.87%
LeNet5 92.64% 94.13% 91.34% 92.69%
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Fig. 4. (a) Accuracy of inceptionV3 model for 600 epochs (b) Loss curve of
inceptionV3 model for 600 epochs.

loss graph, it is evident that, in the beginning, the loss during
testing was lower than the loss during training. However, as
the epochs’ number progressed, both the training and testing
loss curves showed a decreasing trend.

In terms of generalization, an experiment has been con-
ducted with the ResNet50 model, as it is the highest accuracy
among the three models. It has predicted new, unseen data of
the same domain with an accuracy of 97.43%. Notedly, the
unseen data size is over 35 thousand images suggesting that
the dataset is scalable.

V. CONCLUSION

The Egypt Monuments Dataset vl is introduced as a
new benchmark for classification and instance recognition on
a country-wide scale. Unlike many current computer vision
datasets, this dataset has the following features: 1) it was
gathered by individuals who are not computer vision pro-
fessionals for a specific goal, making it unbiased; 2) unlike
previous datasets, it is a better representation of real-world
challenges; 3) it presents a classification challenge with a long-
tail distribution; and 4) it has practical applications in the fields
of conservation and Egyptology.

In terms of domain coverage, the EGYPT-V1 dataset
demonstrates scalability by covering most of the famous
pharaonic monuments allocated in Egypt. In addition, the pro-
posed approach performs well across different subcategories.
The approach’s ability to perform well on a diverse range
of data within the same domain suggests that the dataset is
scalable.
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Future plans involve undertaking object detection tasks.
It is also planned to increase the size of the dataset where
Egypt, in particular, is home to one-third of the world’s
monuments. This approach would promote the development of
new methods for measuring errors. Finally, it is anticipated that
this dataset will have value in examining how to train humans
in recognizing intricate visual classes, and experimentation
with human learning models is intended.
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