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Abstract—Tourism research has benefitted from the worldwide spread and development of social networking services. People nowadays are more likely to rely on internet resources to plan their vacations. Thus, travel recommendation systems are designed to sift through the mammoth amount of data and identify the ideal travel destinations for the users. Moreover, it is shown that the increasing availability and popularity of geotagged data significantly impacts the destination decision. However, most current research concentrates on reviews and textual information to develop the recommendation model. Therefore, the proposed travel recommendation model examines the collective behaviour and connections between users based on geotagged data to provide personalized suggestions for individuals. The model was developed using the user-based collaborative filtering technique. The matrix factorization model was selected as the collaborative filtering technique to compute user similarities due to its adaptability in dealing with sparse rating matrices. The recommendation model generates prediction values to recommend the most appropriate locations. Finally, the model performance of the proposed model was assessed against the popularity and random models using the test design established using Mean Average Precision (MAP), Root Mean Square Error (RMSE), and Mean Absolute Error (MAE). The findings indicated that the proposed matrix factorization model has an average MAP of 0.83, with RMSE and MAE values being 1.36 and 1.24, respectively. The proposed model got significantly higher MAP values and the lowest RMSE and MAE values compared to the two baseline models. The comparison shows that the proposed model is effective in providing personalized suggestions to users based on their past visits.
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I. INTRODUCTION

A. Background

The World Travel and Tourism Council reported that the tourism industry contributed around 11% to the global economy in 2019 before the pandemic outbreak [1]. This illustrates that the tourism industry has been one of the most influential and profitable industries and has been a major contributor to the global economy. It is also one of the most promising sectors. The travel industry has evolved dramatically over time, and the introduction of big data analytics has profoundly impacted people’s travel. Travelers used to rely on newspapers, magazines, and radio to get to know about places and plan their trips with help of the travel agencies. However, in modern society, travelers have numerous options to plan their trips.

The rise of big data and the evolution of technology have significantly impacted people’s travel [2], [3]. Today, many people book their trips online using platforms such as TripAdvisor and Expedia. The increasing amount of data collected and accessible by travel providers has facilitated the creation of sophisticated analytics and forecasting algorithms. The rise of social media has also greatly impacted how people communicate allowing users to exchange content, such as pictures and videos, and has greatly aided in human interaction. The report by Wyman [4] further illustrates that travelers have expanded their social media usage by 44% since the pandemic, and 92% of users find useful information online about places to visit.

The impact of social media on travel destinations was investigated in several studies in the past. Various social media platforms, blogs and online communities are becoming more prevalent in the travel industry as they allow users to connect and share their experiences [5-7]. Social media platforms such as Twitter, Flickr, and Facebook have enabled travelers to share information and express their travel experiences online, which has helped boost the reputation of a city as a desirable travel destination. The study also noted that Generation Z and Millennials are more likely to utilize social media to plan their vacations because they value online experiences more than commercials. The study [8] elaborated that having a strong online presence is very important for a destination to gain a positive reputation, and social media significantly impacts how customers choose travel destinations.

The travel industry is one of the most data-driven industries in the world due to the exponentially increasing amount of data. It is often difficult for individuals to select the ideal holiday destination due to a lack of understanding of the various attractions and the complexity of the planning process. Consequently, several research works were conducted on travel recommendations that consider the different elements to deliver personalized recommendations based on the preferences and behaviours of users [9-11].

A geotagging service is a type of geographic identification service that may be used to identify the location of a media file or social media post. The data typically includes a latitude and longitude coordinate that may be used to locate the captured place on a map, as well as the date and time the picture or post was filmed [12]. According to the study, the growth of location-based social networks has enabled individuals to construct their social networks based on interpersonal contacts. Studies explained that the expansion in publicly available geotagged social media data may be attributed to the adoption
of social media platforms such as Facebook, Instagram, and Flickr [13-15]. In addition, geotagged data is rich in information about the users' interests and may be utilized to discover new regions of interest. The statement is reinforced and demonstrated that the analysis of geotagged data may assist the government in promoting tourist places [16]. Therefore, using geotagged social media data to identify tourist hotspots is advantageous for developing a trip recommendation model.

A major portion of establishing successful travel recommendation systems has focused on examining the reviews from Google Maps and TripAdvisor. Although the models are accurate, oriented towards a few famous landmarks and do not utilize geotagged data to make personalized recommendations depending on the user's preferences.

B. Problem Statement

Numerous studies indicate that the prevalence of social media networks that supply geotagged data is increasing the influence of this data type on users' destination selections [5], [7], [17]. Due to the rising popularity of geotagged social media as a source of travel destinations, the existing travel recommendation system lacks the efficiency to fully leverage the information gathered from geotagged data to construct a travel recommendation model that can study users' preferences.

C. Aim

The research aims to determine the role of geotagged data in shaping the selection of attractions using clustering techniques and develop a travel recommendation model as well as compare it to the models with different approaches.

D. Significance and Scope

Extensive studies have attempted to develop a personalized travel recommendation model to assist people in filtering data to attractions that match their preferences [10], [18], [19-20]. The proposed travel recommendation system allows travelers to discover possible destinations based on their interests. Additionally, the tourist sector may utilize the potential information gathered from the research to establish successful marketing plans in the tourism sector and increase operational efficiency. The dataset for this research was acquired from Kaggle which contains 20,000 geotagged data points in London between 2014 and 2019 [21]. London is recognized for its various attractions, including stunning architecture and historical buildings. Given that the coronavirus pandemic in 2020 may impede travel mobility, the final year of 2019 in the dataset is ideal [22]. Given that the data obtained for this research was collected at random and across time, the recommendation model will focus on location recommendations rather than route suggestions.

II. RELATED WORKS

A brief history of the recommendation system describes various forms of recommendation systems including the current state-of-the-art techniques for the travel recommendation system. Past studies conducted using geotagged data were reviewed and summarized at the end of this section.

A. Recommendation System

During the 1990s, research in the field of recommendation models started focusing on developing systems that can predict product ratings [23-24]. The recommendation model suggests the best suitable goods and services to its consumers through the information gathered [25]. The most notable examples include Amazon’s personalized shopping system, YouTube’s suggestions for videos relevant to the viewers' interests, and Facebook’s system allows users to interact with more people. The rise of information technology made users and organizations more dependent on recommendation systems to sift through the vast amount of data collected in this century.

B. Types of Recommendation Systems

The recommendation systems can be categorized into four different categories such as content-based, collaborative-based, hybrid-based, and knowledge-based [25-30]. The content-based method connects user traits with items most likely to satisfy their demands. The collaborative filtering technique, on the other hand, believes that individuals with similar interests and historical behaviors would act similarly in the future. The disadvantage of implementing a content-based system is that it heavily relies on the knowledge base to provide recommendations while implementing collaborative filtering can be very challenging when the users are relatively new to the platform. A knowledge-based system can be very useful in helping users find the best products and services that are seldom acquired, such as luxury goods and real estate. As the calculation is based on the similarity between the item descriptions and the user's needs, it is essential to outline the knowledge base needed to generate recommendations [31]. However, the process can be very time-consuming and costly. Besides, a hybrid recommendation system uses the best elements from various techniques to overcome these shortcomings. The research [29] proposed the hybrid system integrated the characteristics of content-based and collaborative filtering to have the right predictions.

To date, numerous pieces of literature have studied the recommendation system in a broad range of industries. For instance, [30] proposed a matrix factorization-based recommender system that can recommend books based on the similarities and ratings of users. In contrast, a movie recommendation system was developed by applying the content filtering technique to exploit the movie’s genre characteristics and requested the users to answer a few questions while building up their profiles to enrich the users' data [32]. Moreover, [33] used the content-based approach to suggest music to users based on the musical features utilizing the convolutional recurrent neural network (CRNN) method. As online learning sites grew in popularity, a knowledge-based recommendation system was proposed, which serves as an agent to assist users in recommending appropriate courses and materials based on their preferences and requirements [34].

C. Algorithms used in Travel Recommendation System

Multiple studies on recommender systems in the tourism industry were undertaken over the years to assist individuals with their trip decisions. The authors in [35] analyzed the essential information and interests of the users on social media platforms to suggest travel-related activities in Tunisia. The
The proposed system created user profiles using the content-based filtering algorithm based on the content they posted on social media sites such as Facebook, TripAdvisor, and Twitter. Furthermore, [11] conducted a study that analyzed the opinions of Korean undergraduates on various destinations. The study used a collaborative method to analyze the similarities and differences between the users. It also considered the various restrictions and demands to provide personalized suggestions. However, since the data for the study was only collected from a single university, the results might be biased.

The study [10] collected users’ reviews from TripAdvisor and developed a collaborative system to deliver suggestions to their users. The researchers used a combination of text processing and semantic clustering to analyze the data and extract their preferences for recommendations. However, the research only acquired 100 reviews from the site on specific locations, which may have led to skewed findings and the neglect of other less-visited attractions. Likewise, [20] sought to discover the ideal tour route for international visitors in South Korea by examining TripAdvisor ratings. Text mining and network analysis were used to perform a comprehensive analysis of user preferences. However, the study overlooked the lesser-known attractions since the model only collected reviews from top attractions in the country.

The research [18] proposed a travel recommendation model to analyze the reviews collected from Google Maps and identify the most relevant locations for travellers based on the similarities and differences between the users’ reviews. The Jaccard Similarity and Cosine Similarity were used to calculate the similarity scores. The algorithm ranked the most popular locations using a neural network and associated the users’ preferences through the similarities of their reviews. On the other hand, [9] used Twitter data and built a system using a collaborative filtering framework with users’ profile matrix and their interests. The travel-related tweets were mined for sentiment analysis, and a follow-up step was performed to determine the social media activity of their friends. The algorithm will generate travel recommendations and suggest various destinations based on relevant tweets. Unlike previous systems, the model was time-sensitive, allowing it to collect the users’ most recent interests.

Moreover, [36] proposed a deep learning-based recommendation model to analyze the data from blogs, Google Maps and TripAdvisor to recommend travel activities in the country. Latent Dirichlet Allocation (LDA) was employed by the researchers for topic modelling in tourist blogs. These topics were used to extract the sentiments from Google and TripAdvisor reviews. The user history was extracted based on the information and a collaborative filtering technique was used to predict the most likely visited locations based on the users’ preferences.

D. Analyzing Geotagged Data

The development of geotagging services and Web technologies have boosted the amount of geotagged data accessible. Through social media platforms like Foursquare, Facebook, and Flickr, individuals can now easily share their locations with others. Consequently, a growing corpus of research explored the use of geotagged data in personalized travel destination suggestions [37-39].

The authors in [38] presented a travel recommendation system that combines geotagged data with users’ textual information. The multiclass SVM classifier was used to identify candidates from the user’s travel history. The data was analyzed using a gradient-boosting regression model, which ranked the candidates based on their interests. Moreover, [19] proposed a weighted multi-information criteria matrix factorization model for recommending travel locations based on geotagged photos from Flickr. The model was built to examine the various aspects of a user’s visit sequence, as well as the textual and visual information to recommend travel locations. The textual information in the photos was processed using Latent Dirichlet Allocation (LDA) to profile the attractions, and the model was tested on a sample of six Chinese cities.

The researchers in [37] combined the sequential and temporal information from the geotagged photos to build personalized itineraries based on the travel patterns of individual users. The model was developed using a collaborative filtering strategy to analyze the visit sequences and preferences of other users. In addition, [39] established a framework for determining the interests of Hong Kong tourists based on geotagged data. The study combined image processing, text processing, and clustering algorithms to evaluate geotagged data in three geographical locations, enabling the government to comprehend better and promote popular vacation spots.

Numerous studies have identified landmarks and tourist attractions based on geotagged data acquired using clustering algorithms [36-37], [39-40]. The geotagged data was clustered using several techniques, including K-means clustering, mean shift clustering, and density-based clustering to build a location database containing the travel records of users to different destinations.

E. Summary

According to the existing travel recommendation models, the most common technique used in developing travel recommendation models is the collaborative filtering approach, which involves analyzing the users’ interactions or similarities. However, most studies have focused on leveraging reviews from travel websites or textual information for topic modelling from geotagged data. This demonstrates a deficiency in using the implicit information from the geotagged data, which does not require extra information. Additionally, clustering techniques are often used to group geotagged data to build a location database. Therefore, the proposed model would employ a clustering algorithm to identify locations from the geotagged data, and the collaborative approach will be utilized to compute user similarities. The model will then deliver personalized recommendations to the users based on their travel histories.

III. MATERIALS AND METHOD

The research process was structured as a sequence of stages designed to achieve the study’s goals. The steps include data selection, data pre-processing, data transformation, model
A wide variety of data mining approaches are available for detecting patterns and interpreting data to develop a model. Knowledge Discovery in Databases (KDD) was chosen as the data mining methodology to develop the travel recommendation model. It is a process of studying data to uncover patterns that can be utilized to identify meaningful information [41]. Fig. 2 illustrates the entire process of developing the travel recommendation model.

G. Pre-Processing

Data pre-processing is typically performed to prepare the data before data modelling. The geotagged data were clustered, and redundant data was removed to improve the efficiency of the analysis.

1) Data cleaning: Data is the foundation of every data mining project. However, as data comes in a variety of formats and sizes, it must be thoroughly analyzed to ensure no discrepancies or outliers. Therefore, data cleaning was performed to identify missing values, outliers, and inconsistencies. The two most important attributes used in developing the travel recommendation model were the geotagged data, which includes latitude and longitude information. As a result, individuals with incomplete information for these two attributes were removed from the dataset, as the imputation of geographic location may disrupt the dataset’s balance.

2) Clustering technique: The initial step in the development of the travel recommendations model was to identify the locations from the geotagged data. This process was carried out through the clustering technique, which was used to group the collected data into clusters. Three main types of clustering techniques were commonly used in this process: hierarchical clustering, partitional clustering, and density-based clustering [42].

Several studies have been conducted on identifying landmarks and hotspots from the geotagged data. A classical method used in discovering tourist attractions is the Density-based spatial clustering of applications with a noise clustering algorithm (DBSCAN) [37], [40], [43-45]. DBSCAN is effective in clustering geotagged data since it requires less knowledge to detect arbitrary shape clusters with varying densities. This method seems to be more effective when analyzing spatial data concerning latitude-longitude coordinates. The clustering process shall result in a dataset that resembles Table I.

<table>
<thead>
<tr>
<th>photo_id</th>
<th>user_id</th>
<th>lat</th>
<th>lon</th>
<th>Taken (time stamp)</th>
<th>location_id (cluster label)</th>
<th>cent_lat (cluster lat)</th>
<th>cent_lon (cluster lon)</th>
</tr>
</thead>
</table>

TABLE I. DATASET AFTER DBSCAN

3) Location database: A location database is built by applying the appropriate clustering technique which helped to label the geotagged data. The resulting database was found with the sorted locations visited according to the timestamp included. According to the study by [19], if the user concurrently uploads two geotagged posts during the same visit, the two posts should be regarded as one. This is to reduce the number of repeat visits by the same users and improve the quality of the location database. The duplicate records would be deleted if the time interval between two
successive postings is less than three hours and assumed to have originated from the same visit.

Individuals with less than three geotagged posts were excluded from the dataset since the model was constructed using the collaborative approach. As illustrated in Table II, the final location database containing user travel histories shall have five variables: location id (cluster label), user id, lat, lon, and time taken (timestamp).

<table>
<thead>
<tr>
<th>location_id</th>
<th>user_id</th>
<th>lat</th>
<th>lon</th>
<th>time_taken</th>
</tr>
</thead>
</table>

**TABLE II. LOCATION DATABASE**

H. Transformation

The data transformation process involves arranging the data into a suitable form for modelling. In this stage, the user-location rating matrix was built using the pre-processed geotagged data.

1) User-location rating matrix: Using their historical travel records, individuals’ preferences for a place may be inferred by the frequency of their visits to a travel destination. Inspired by the research of [19], the user-location rating table estimates the frequency of a user’s visits to a travel location as ratings. Therefore, the number of times a user has visited a specific location is used to construct a new variable, ratings. As illustrated in Table III, three variables: user id, location id, and ratings depending on the frequency of visits were transformed into a matrix as shown in Table IV. The ratings were standardized using the min-max approach to ensure that the forecast is not skewed towards popular attractions.

<table>
<thead>
<tr>
<th>location_id (cluster label)</th>
<th>User_id</th>
<th>Ratings</th>
</tr>
</thead>
</table>

**TABLE III. USER-LOCATION RATING TABLE**

<table>
<thead>
<tr>
<th>User_id</th>
<th>location_id</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td>C</td>
<td>D</td>
</tr>
</tbody>
</table>

**TABLE IV. USER-LOCATION RATING MATRIX**

I. Data Mining

Data mining is the process of examining data to uncover hidden insights and patterns. This process aims to develop a personalized travel recommendation model that can provide the best possibleMatrix Factorization Model.

Multiple techniques are used in the construction of the recommendation model. According to the literature review, there are four main techniques such as content-based, collaborative-based, knowledge-based, and hybrid-based. This study used a collaborative approach based on user similarities since many prior studies relied on collaborative techniques to investigate user interactions and provide recommendations. For instance, [11] investigated destination reviews and user similarities to recommend vacation places, while [37] presented an itinerary planner by assessing different travel patterns from other users and matching the suggestions to the users’ preferences.

**TABLE V. USER-USER SIMILARITY MATRIX**

<table>
<thead>
<tr>
<th>User_id</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>similarity</td>
<td>similarity</td>
<td>similarity</td>
</tr>
<tr>
<td>2</td>
<td>similarity</td>
<td>similarity</td>
<td>similarity</td>
</tr>
<tr>
<td>3</td>
<td>similarity</td>
<td>similarity</td>
<td>similarity</td>
</tr>
</tbody>
</table>

Similarity value is one of the most crucial aspects when building a recommendation system using a collaborative method. The user-location rating matrix was used to generate the user-user similarity matrix (Table V) to construct the recommendation model. The cosine similarity algorithm was selected as the metric to determine the similarities between various users since it is one of the most extensively used and well-known similarity measures [18-19], [40], [46-50].

The recommendation model was built to predict the ratings to generate recommendations based on the user profiles from the user-user similarity matrix with a sparse rating matrix. Despite the popularity of the K-Nearest Neighbor (KNN) model as a collaborative-based technique, the KNN model required users to select the number of nearest neighbours, making the prediction unstable [51]. The study found that the non-negative matrix factorization model outperformed the k-nearest neighbour model in terms of accuracy and error metrics while constructing the movie rating recommendation system. Besides, [52] noted that the matrix factorization model was able to provide more precise pairwise preference scores and ranking predictions. Therefore, using the value generated from the cosine similarity algorithm, the matrix factorization model, which was extensively used in recommender systems in a variety of domains, was used to provide personalized recommendations to the target users [47], [53-55]. The system would be able to identify latent factors in the data and recommend the most appropriate destination according to their preferences without requiring additional features.

The matrix factorization can be equation as:

\[ P \times Q^T \approx R \]  

(1)

The main idea of a matrix factorization technique is to fit the rating matrix with a low-ranking approximation that considers the latent features. For instance, the matrix P in the equation represents the association between the user and its features. The matrix Q represents the association between the item and its features. The prediction of the rating is the dot product of the latent factors. The model is fueled by the ratings provided by the user-location rating matrix. The prediction values will be used to rank the top-n suggestions. This aligns with the project’s goal of providing personalized suggestions ranked according to the prediction values.

J. Evaluation

Model evaluation is an integral part of the data mining process for measuring the performance of models using a variety of evaluation metrics. Multiple studies indicate that Mean Average Precision (MAP), Root Mean Square Error (RMSE), and Mean Absolute Error (MAE) are the common
assessment metrics for measuring the performance of a recommendation model [19], [30], [38], [47], [53], [55-57].

1) Mean average precision@n (MAP@n) [38]
The formula:
\[
\text{Precision} = \frac{\text{True Positive}}{\text{Total Positive Results}} \quad (2)
\]
\[
\text{MAP@n} = \frac{1}{N} \sum_{i=1}^{N} AP_i \quad (3)
\]

2) Mean absolute error (MAE)
The formula:
\[
\text{MAE} = \frac{1}{N} \sum |\text{Predicted Ratings} - \text{Actual Ratings}| \quad (4)
\]

3) Root mean square error (RMSE)
The formula:
\[
\text{RMSE} = \sqrt{\frac{1}{N} \sum (\text{Predicted Ratings} - \text{Actual Ratings})^2} \quad (5)
\]

4) Comparison with two baseline methods: The performance of the proposed travel recommendation model was compared with two baseline models. The random selection technique and the popularity-based strategy were chosen for comparative studies [37], [47], [58]. The popularity-based technique recommends the most popular vacation destination based on an overall popularity score. The random selection strategy, on the other hand, generates travel destinations at random from the location database, ignoring similarities between users.

The data was split into training (80%) and testing (20%). The recommendations were made based on the users’ past travel experiences, and the recommended locations were ranked based on the projected values. The top-n recommendations to the target users were compared with the actual ratings.

IV. IMPLEMENTATION
A. Data Pre-Processing
The data pre-processing is crucial to building the model since it allows the dataset to be prepared for modelling purposes.

The data was obtained from Kaggle with over 20,000 records and 13 attributes as described in Table VI.

1) Variables selection: The project’s objective was to recommend travel destinations to users based on geotagged information collected. As shown in Table VII, the study employed only five variables for building the model such as picture id, user id, geographical information, including the latitude and longitude of the images, and the time at which the photos were taken.

\[
\text{haversine metric was used as the}
\]

<table>
<thead>
<tr>
<th>TABLE VI. DATASET DESCRIPTION BEFORE VARIABLES SELECTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>9</td>
</tr>
<tr>
<td>10</td>
</tr>
<tr>
<td>11</td>
</tr>
<tr>
<td>12</td>
</tr>
<tr>
<td>13</td>
</tr>
</tbody>
</table>

2) Data exploration: The data type of the dataset was inspected after eliminating unnecessary attributes. Suitable type conversions were done to the variables such as date, latitude, and longitude to prevent slower operations during data transformation and model construction. The dataset was examined for missing values and confirmed with no imputation or removal of data required.

3) Clustering algorithm: The initial step in developing the travel recommendation model involved identifying the locations of the geotagged data. The study [59] highlighted that it is often challenging to process spatial data due to the existence of redundant points. By transforming the number of latitude-longitude coordinates into the corresponding values generated by the clustering technique, DBSCAN can reduce the size of a geographical data set to a small collection of representative points. The data were grouped into clusters to serve as a location for recommendations. The latitude and longitude data were extracted as dbscan_data as the first step.

The two main parameters for the DBSCAN algorithm are the epsilon (eps) and the minimum points (MinPts). The epsilon specifies the radius of a neighbourhood around the center point of the clusters, and it is important to determine the optimal number of clusters. If the eps value is too low, a significant amount of the data will be omitted from the cluster. This is because the value is insufficient to produce a dense region. Conversely, if the value is very high, many objects will be merged into a cluster, making the clustering meaningless. Besides, the parameter MinPts specifies the minimum number of points necessary to create a cluster. The estimation of the various parameters used is often a challenge during the development of an algorithm. Therefore, different combinations of eps and MinPts values were examined to discover the optimal values.

Research [59] stated the haversine metric was used as the metric of the DBSCAN algorithm to minimize the noise generated by the random selection process by computing the great-circle distances between the various points in the data set. Given their respective latitudes and longitudes, the haversine formula relates the great-circle distance of a sphere to two locations on a specified plane. The parameter and coordinates were then converted to radians to ensure the algorithm to perform precise calculations.
Fig. 3 shows the number of clusters generated by various parameter combinations. The optimal value for eps and MinPts was determined using the elbow approach, which is a basic procedure used in cluster analysis [60]. As a result, the eps and minimum points selected were 0.15 and 10, respectively.

The geographical coordinates were converted from 20,000 data points to 181 clusters using the given parameters. With cluster_num = 0 as the noises in the data, 180 clusters were found as the representative points of the travel locations for recommendations. The coordinates of the geotagged data that were formed as part of the cluster were labelled by its cluster labels using the points closest to the cluster’s centroid. It was accomplished by taking a set of points and returning to the centermost point of the cluster.

Fig. 4 illustrates the original data set which was reduced to a cluster-representative collection of points where different colours correspond to each cluster formed by the DBSCAN algorithm. The grey dots represent the outliers of the geotagged data points, often known as the dataset's noise.

### TABLE VII. DATASET DESCRIPTION AFTER VARIABLES SELECTION

<table>
<thead>
<tr>
<th>No</th>
<th>Attributes</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>photo_id</td>
<td>photo id</td>
</tr>
<tr>
<td>2</td>
<td>owner</td>
<td>user id related to the owner of the photo</td>
</tr>
<tr>
<td>3</td>
<td>lat</td>
<td>photo's latitude</td>
</tr>
<tr>
<td>4</td>
<td>lon</td>
<td>photo's longitude</td>
</tr>
<tr>
<td>5</td>
<td>taken</td>
<td>the time of the photo taken</td>
</tr>
</tbody>
</table>

4) Remove outliers: The outliers were eliminated as found as noise in the dataset and not beneficial for the recommendation process after constructing the cluster labels for each geotagged data set.

5) Remove duplicate data: It is important to note that users may take multiple photos of the same location while visiting a venue. Therefore, if the timestamps between two photos taken at the same location are less than three hours, the visit must be treated as a single visit. The most recent timestamps of the images taken at the same place are then used to determine the time. The elimination of duplicate data was done by merging users with visits within three hours. In addition, for consistency, a random number between 100 and 999 was generated in place of the cluster labels 0 to 180.

6) Remove users with less than three visits: Users who have visited less than three distinct places were eliminated as the model was developed using a collaborative filtering approach.

### B. Data Transformation

The rating matrix to construct the recommendation model was formed by calculating the number of times a user visited a certain location as a rating. The ratings were scaled to a range between 1 and 5 using the min-max scale function to eliminate bias in the training phase and enhance the efficiency of the data mining process. After the data scaling process was completed, the user-location rating matrix was generated using the pivot_table function to develop a travel location recommendation model and provide users with ideal suggestions based on their previous visits.

The final dataset was split into two: training (80%) and testing (20%) to assess the recommendation model.

### C. Data Mining

This section discusses the matrix factorization model, a widely used technique in the collaborative filtering approach to construct the travel location recommendation model.

1) Matrix factorization model: The rating matrix is sparse by nature. The goal of the modelling process was to forecast the ratings of the areas that have not been visited by the target user.
user through user similarities. Therefore, the user-user similarity matrix is crucial for determining the possibility that they will visit other travel destinations. According to [61], the sparsity in the rating matrix is a major factor that affects the performance of collaborative filtering systems, and the matrix factorization model is effective in addressing the insufficiency of ratings. Therefore, the modelling process utilized the matrix factorization model to factorize the various similarities between different pairs of users. The main objective of this process was to predict the missing values of the user-user similarity matrix. The cosine similarity was selected as the metric to predict the similarities between the users. The matrix factorization model decomposed the original matrix of user preferences into two smaller matrix elements, known as latent factors. The model discovered the hidden features of the interactions between different users and analysed the various factors that affect the users’ behaviour to recommend the most appropriate destination according to their preferences. The approach was inspired by the study by [57], who revealed that the matrix factorization performed well with sparse data using movie ratings.

After determining various similarities between every pair of users, a weighted average of the ratings from the users like the target user was then used to calculate the ratings to a location for the current user. The projected rating of a specific location was the weighted sum of the ratings given to a certain location by the number of users like the target user. The predicted rating was the expected value that the target users will be assigned to the specific location.

![Image](image.png)

Fig. 5. Data mining process.

Fig. 5 provides a summary of the model implementation. Multiple approaches were used to prepare and transform the data, and the data mining process enables the model to learn and predict ratings for the target user to a certain location.

V. RESULTS AND DISCUSSION

This Section provides a comprehensive analysis of the performance of the developed model. Several evaluation metrics were used to test the model's performance. The results of the study were analyzed through a comparative analysis with two baseline models.

A. Results

The testing datasets were used to construct the test rating matrix for evaluating the proposed model. In the testing dataset, the ratings were also scaled to a range of 1 to 5. Using the proposed model, the predict function was defined to forecast the ratings of locations for a user. Fig. 6 shows the top five suggestions for the representative target user, 41087279@N00. The ratings are displayed side by side with the predictions.
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Fig. 6. Prediction result.

The proposed model was evaluated against two different baseline approaches selected from past studies, and the assessment was conducted using the same dataset [37], [47], [58]. One of these is the popularity-based method, which used a general popularity score as the basis for its recommendations. It considered the number of unique visits to these locations. On the other hand, the random model generated random travel destinations for the target users regardless of their similarities or popularity scores.

B. Model Comparison

1) Mean average precision@n (MAP@n): The mean average precision (MAP) is a measure that takes into the list of recommendations and compares it with the true set. The n represents the number of recommendations generated to the users. Using n = 5, 10, 15, the MAP for each model was calculated and tabulated for comparison. Based on Fig. 7 and Table VIII, the results show that the proposed matrix factorization model got an average precision value of 0.83, which is higher than the popularity and random models.
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Fig. 7. MAP@n.

<table>
<thead>
<tr>
<th>MAP@n</th>
<th>Popularity Model</th>
<th>Random Model</th>
<th>Matrix Factorization Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.746</td>
<td>0.744</td>
<td>0.829</td>
</tr>
<tr>
<td>10</td>
<td>0.749</td>
<td>0.744</td>
<td>0.829</td>
</tr>
<tr>
<td>15</td>
<td>0.753</td>
<td>0.745</td>
<td>0.831</td>
</tr>
</tbody>
</table>

TABLE VIII. MAP@N
2) Root mean square error (RMSE): The Root Mean Square Error (RMSE) is a statistical tool used to assess the accuracy of rating predictions. It measures the square root of the difference between predicted and actual values. As shown in Fig. 8 and Table IX, the matrix factorization model got an RMSE value of 1.36, which is the lowest compared to the two baseline models.
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**Fig. 8.** RMSE.

### TABLE IX. RMSE

<table>
<thead>
<tr>
<th>Models</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Popularity Model</td>
<td>1.41</td>
</tr>
<tr>
<td>Random Model</td>
<td>1.39</td>
</tr>
<tr>
<td>Matrix Factorization Model</td>
<td>1.36</td>
</tr>
</tbody>
</table>

3) Mean absolute error (MAE): The Mean Absolute Error (MAE) represents the deviations between the model’s predictions and the actual results. Fig. 9 and Table X reveal that the proposed matrix factorization model got the lowest MAE of 1.24 value among the three models. In contrast, the MAE value for the popularity and random models is 1.27 and 1.28, respectively.
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**Fig. 9.** MAE.

### TABLE X. MAE

<table>
<thead>
<tr>
<th>Models</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Popularity Model</td>
<td>1.27</td>
</tr>
<tr>
<td>Random Model</td>
<td>1.28</td>
</tr>
<tr>
<td>Matrix Factorization Model</td>
<td>1.24</td>
</tr>
</tbody>
</table>

### VI. CONCLUSION

This Section summarizes the findings and the study's contribution to the research field. Limitations and future recommendations are additionally highlighted to improve the algorithm's performance and enhance its usability for the general population.

A. Conclusion

The rapid development and growth of the tourism industry has led to the need for more effective tools and methods to help travellers make informed decisions when planning their trips. Numerous studies have been conducted on the development of effective travel recommendation systems, but most of them have been reliant on reviews and descriptions of the attractions.

The study develops a recommendation system for travellers using geotagged data to provide personalized location recommendations based on user interactions. The evaluation metrics used, such as MAP@n, RMSE and MAE, revealed that the proposed model outperforms the two baseline models chosen by exhibiting recommendations with the highest MAP values and the lowest RMSE and MAE values. As per the findings, the proposed model obtained the highest MAP value using the different number of recommendations generated, with an average value of 0.83. Further, compared to the two baseline models, the proposed model got the lowest RMSE and MAE, with values of 1.36 and 1.24, respectively. This proves that the matrix factorization model effectively generates personalized location recommendations based on users’ past visits and interactions with other users.

The study has significant implications for the tourism industry, as the proposed system can help travellers make informed decisions when planning their trips. The use of geotagged data provides a more comprehensive and unbiased view of travel destinations, as it considers both popular and less popular spots. Additionally, the results of this study also contribute to the existing literature on travel recommendation systems by showcasing the efficacy of utilizing geotagged data to generate personalized recommendations.
B. Contributions and Importance of the Study

Overall, the study has accomplished its aim of analyzing the impact of geotagged data in selecting attractions and proposing a travel recommendation model based on geotagged data. The proposed travel recommendation model can analyze the collective behavior of tourists and identify regions that are ideal for them. It also introduces serendipity by enabling users to discover new interests in different areas depending on the interests indicated by other similar users based on the data collected.

In conclusion, the proposed model has the potential to be a valuable tool for users who have uploaded geotagged social media posts to get travel destination ideas from other places. This can ultimately reduce the time spent browsing through different websites to find the ideal destination to travel to. Additionally, the tourism sector may incorporate this model into their applications to promote tourism in their respective countries to create revenue and contribute to their Gross Domestic Product (GDP). With further implementation in the future, this can provide significant benefits to both users and the tourism industry.

C. Limitations and Future Recommendations

The collaborative filtering technique does not require domain knowledge since embeddings are automatically learnt, and the matrix factorization can solve the sparsity problem. However, the proposed model suffers from the cold-start problem, which occurs for users that are relatively new due to insufficient connection with other users. To address this issue, users with less than three visits were excluded from the recommendation process. It is recommended to incorporate other algorithms such as content-based filtering to build a hybrid recommender to eliminate the cold-start issue. Content-based filtering can be used to construct user profiles by collecting user information based on their social media postings or through a questionnaire.

It is also recommended to build a mobile application or a graphical user interface (GUI) using the developed recommendation model to provide personalized recommendations. The application should have an interactive interface that allows the users to select their previous visits and display the various locations that it recommends. In addition to providing locations as recommendations, the proposed model should also add side features collected from sites like Google Maps to enhance the location profiles. For example, it can provide the type of activities and opening hours in the area to allow users to understand more about the recommended locations.
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