Detection of Epileptic Seizures Based-on Channel Fusion and Transformer Network in EEG Recordings
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Abstract—According to the World Health Organization, epilepsy affects more than 50 million people in the world, and specifically, 80% of them live in developing countries. Therefore, epilepsy has become among the major public issue for many governments and deserves to be engaged. Epilepsy is characterized by uncontrollable seizures in the subject due to a sudden abnormal functionality of the brain. Recurrence of epilepsy attacks change people’s lives and interferes with their daily activities. Although epilepsy has no cure, it could be mitigated with an appropriated diagnosis and medication. Usually, epilepsy diagnosis is based on the analysis of an electroencephalogram (EEG) of the patient. However, the process of searching for seizure patterns in a multichannel EEG recording is a visual demanding and time consuming task, even for experienced neurologists. Despite the recent progress in automatic recognition of epilepsy, the multichannel nature of EEG recordings still challenges current methods. In this work, a new method to detect epilepsy in multichannel EEG recordings is proposed. First, the method uses convolutions to perform channel fusion, and next, a self-attention network extracts temporal features to classify between interictal and ictal epilepsy states. The method was validated in the public CHB-MIT dataset using the k-fold cross-validation and achieved 99.74% of specificity and 99.15% of sensitivity, surpassing current approaches.
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I. INTRODUCTION

Epilepsy is a neurological disease that disturbs the normal functionality of the brain [1]. Epilepsy provokes sudden seizures in the subject, which go from subtle loss of gaze to violent convulsions of the body and extremities, often jointly with fainting, salvation up to the subject’s unconscious [2]. Epileptic seizures are produced by a sudden abnormal activity of neurons. The cause that fires such abnormality is still unknown [3]. Recurrence of seizures disrupt the patient’s daily activity and damages his personal life, even acquiring additionally psychological illness, such as depression, anxiety, and schizophrenia [4]. Furthermore, patients with epilepsy are often excluded and stigmatized by society [5].

Epilepsy can affect any people without condition of age, gender, or race [6]. According to the World Health Organization (WHO) [7], there are more than 50 million of people suffering of epilepsy around the world, and 80% of patients live in low income countries, facing difficulties in accessing medical services and treatments in order to alleviate the undesired symptoms of epilepsy [8]. As a results, epilepsy has become in a public health problem for many governments and it deserves to make efforts to improve the quality of life of millions of patients with epilepsy [9].

Since the invention of the electroencephalogram (EEG) in 1929, EEG has widely used to study the brain functionality and its associated diseases [10]. Thereby, EEG has become in the standard medical device to detect and diagnose epilepsy due to its easy to use, non-invasive nature, non-age restriction, and real-time sensing features [1]. An EEG records the electric potential generated by neurons while interacting with each others. To do that an EEG employs an array of electrodes which are tied to the head scalp. As a result, an EEG recording provides multiple time-varying signals, one signal for each electrode [1], [2], [11]. As illustration, Fig. 1 shows an EEG recording of three signals from three electrodes.

In order to diagnose epilepsy using EEG, the EEG recording of a patient is analyzed by the neurologist, who performs a visual exploration of signals and searching for spikes, sharp, and slow wave patterns that characterize an epileptic seizure [12]. However, epileptic disease can vary widely and shows a wide range of symptoms in patients. As a result, the traditional visual analysis of EEG recordings to diagnose epilepsy is a time-consuming process and quite prone to misdiagnose [13], [14]. Misdiagnosis may lead to maltreatment with undesirable consequences for the patient [15]. Thus, a proper diagnosis of epilepsy is very important in order to provide proper treatment.

Over the past decade, many studies have been carried out with the aim of developing automatic systems for the detection of epilepsy [16], [17], [18] and towards the prediction of seizure episodes [19], [20], [21], [22]. Most studies exploit machine learning (ML) and deep learning (DL) algorithms to build classification models capable of detecting seizure patterns in EEG records. While ML employs hand-crafted features, DL has the capability to learn automatically a rich set of features from training data, offering a more flexible feature space for modeling [23].

Despite the recent advances, detecting epileptic seizures still defies current methods and there are still many unresolved problems. This work addressess two major questions that are
stated below:

1) An EEG device has several electrodes for more accurate medical diagnosis. Although there are methods for merging multiple EEG signals, the method that best suits for an optimal combination of EEG information coming from multiple electrodes is still undefined.

2) The epileptic seizure detection is an unbalanced classification problem in essence, with long hours of normal states (or non-seizure episodes) and a few seconds of abnormal states (seizure episodes). Most existing approaches use certain sampling criteria to balance the number of samples in the training and testing set; however, the effect of using the full dataset on classification performance remains unknown.

So, the main contribution of this study is twofold:

1) An improved EEG channel fusion method for an optimal combination of information from multiple EEG signals, while increasing the classification performance. The proposed classification model firstly uses convolutions to merge EEG channels and increase the representativeness of input signals. Next, a self-attention transformer extracts temporal features of the fused signal to improve the classification performance.

2) The use of a data augmentation method and a weighted loss function that enables the use of large and unbalanced EEG datasets, while improving classification performance.

The remainder of this paper is organized as follows. Section II exposes the background about epilepsy, as well as, the related work. Section III summarizes the methods employed to detect epileptic seizures. Section IV presents the results achieved and provides an analysis of the results compared to previous work. Finally, Section V enlists the findings of this work and the forthcoming investigations.

II. BACKGROUND

The EEG is the standard device to detect and diagnose epilepsy and other brain diseases [1]. An EEG records the electrical activity of the brain for a certain interval of time (minutes, hours, days) and results in a recording file for further visual analysis by the neurologist [24]. To overcome the time-consuming and visual demand process of the traditional analysis of EEG recordings, many automatic methods have been proposed; being the majority of current methods based on DL algorithms [16], [17], [18]. In this way, the detection of epileptic seizures is commonly stated as supervised classification problem of two classes or binary classification [25], [23].

In order to build a classification model, an enough EEG data should be available. However, typically, researchers do not use all EEG data to avoid unbalance between classes and to reduce the computational burden. Instead, they use specific segment of signals from an EEG recording as training. In such manner, it is common that selected segments correlate the phases of epilepsy experienced by the patient. According to the process of epileptogenesis [19], [26], [1], a patient faces four phases of epilepsy: interictal, preictal, ictal, and postictal. The ictal phase is the seizure episode or attack episode, and the other phases are located in temporal reference to this state. Thereby, the interictal phase is the state a few hours away of a seizure and is considered as the normal state of the patient; the preictal phase is the state of the minutes preceding a seizure; and the postictal phase is the state of the minutes after a seizure. It is worth mentioning that there is still non-consensus in the duration of such stages due to the variability of the epilepsy disease, with the exception of the seizure state [27], [28], [29]. Fig. 1 shows the four phases of epilepsy in an EEG recording of three channels. Note that the seizure (ictal) phase duration is too short in the recording and this makes the EEG data very unbalanced. In addition, because of the diversity of epilepsy among patients, seizure patterns are too diverse and are the main challenge for learning algorithms. Fig. 2 illustrates the seizure segment which is red shaded, showing variability of the signals between EEG channels.

![Fig. 1. Epilepsy phases in a long time EEG recording. For convenience, only three channels are plotted.](image1)

![Fig. 2. The epilepsy seizure stage into an EEG recording. The seizure is red shaded, whereas the non-seizure parts are green shaded. For convenience, only three channels are plotted.](image2)

Aiming to build a classifier for seizure detection, most researchers use interictal and ictal signals as input data [26], [30], [31], [32], [33], and other investigators use preictal and ictal stages as input data [34], [35], which is also used for researchers that intend to predict a seizure attack [28], [22]. Either using interictal and ictal or preictal and ictal to develop a seizure detector, the classifier is trained to learn how to discriminate between normal and abnormal signals, or non-seizure and seizure segments. On the other hand, tanking into account the classification performance, although the authors
have reported high accuracies in their model performance, the majority of the results are not reproducible due to the lack of consensus on the selection of the portion of the signals used for model training and testing.

Dealing with the problem of epilepsy detection, another issue arises during data selection for training a model: the selected signals are too unbalanced because the patients stay many hours normally (interictal phase), but stay just a few seconds of a seizure (ictal phase) [36]. The high unbalance of classes often cripples any learning algorithm [25]. To overcome class imbalance, researchers have proposed undersampling the majority class, oversampling the minority class, and some data augmentation. It is common to find methods which combine majority class undersampling with increasing minority class data [18]. For data augmentation, the method of sliding a window with overlap has provided great results [37], [34], [31] when compared to the generation of new samples by a specialized model [36].

Another problem that hinders epilepsy detection is that EEG recordings are inherently multichannel data. This is because EEG employs an array of electrodes to record the brain activity in many different locations of the head at a given time. So, an EEG recording consists of spatio-temporal sample points recorded by each electrode. For medical diagnostics of epilepsy, EEG headsets with as many electrodes as possible are preferred in order to reach a higher performance in detection, e.g., an EEG with 19 electrodes arranged according to the international 10/20 system [38]. On the other hand, for non-medical applications, an EEG with fewer electrodes is enough [39], e.g. mental fatigue detection in drivers.

In medical diagnosis using EEG, simultaneous EEG signals increase the visual effort of the neurologist and make it prone to misdiagnosis. With the goal to develop robust automatic system for epilepsy detection, the multichannel issue, also named spatial filtering [40], should be addressed. While some researchers have searched for the most discriminative channel that allows the best classification, a few researchers have proposed a specific method to combine multichannel EEG signals. The former strategy consists of evaluating EEG channels, one by one, and selecting the channel that provides the best performance [20]. This procedure might be slow and the trained model relies heavily on the domain of application, e.g., epilepsy detection [41], [42], mental fatigue detection [43], and active brain computer interfaces (BCI) [40]. The latter strategy consists of designing a specific method that carries out the combination of multiple EEG signals. The main advantage of these methods is that they are more scalable and independent of the application domain [35].

More specifically, although the combination of EEG channels might be performed using learnable DL-based models, there are some mathematical transformations to merge multiple EEG channels into single channel, such as the common spatial pattern (CSP) [44] and the Choquet fuzzy integral [45]. Actually, the CSP is still widely used and actively studied to overcome the limitation of the original CSP [46], [47], [33].

On the other hand, some researchers have leveraged the latest developments in DL and have proposed methods to discriminate between non-seizure and seizure segments while combining multiple EEG channels. Usually, these methods are based on convolutional neural networks (CNN) and long short-term memory (LSTM) neural networks, which are able to learn both spatial and temporal features from training data [48], [34], [35]. As a result, different DL-based models have been proposed for epilepsy detection, such as based only in CNN models [26], [31], only in LSTM models [35], or CNN-LSTM hybrid models [42], including the plethora of LSTM variations like the bidirectional-LSTM and nested-LSTM [49], [50], [51]. Recently, the self-attention transformer [52] has also been introduced to classify EEG signals due to its ability to capture long-term temporal dependencies analogously to the LSTM network [53]. In spite of recent advances, the question of how to combine several EEG signals whilst increasing classification performance remains unanswered.

Because our approach proposes to take advantage of recent advances in DL, this work has looked at the latest approaches focused on detecting epilepsy using DL and the largest EEG database CHB-MIT [54]. As follows, we sum up the most important related works which have established the current state of the art (SoA). Furthermore, this study takes into account the works that employ interictal and ictal signals as input data due to two reasons. First, interictal and ictal signals are used by the majority of studies as input data source. Second, interictal and ictal segments seem the correct way to discriminate between normal and abnormal states of an epileptic patient due to higher performance that it provides rather than other sources of data.

One of the first works that applied DL towards seizure detection is the work of Zhou et al. [26]. The authors use CNN to detect seizure at a level of patient. The model consists of a 2D convolution layer, an activation function, a 2D max-pooling, and followed by a fully connected (FC) layer for classification. The input data is extracted from the interictal and ictal signals of epilepsy, and next, they were split into time windows of 1 sec. Two experiments were carried out using two different data sources: using time-domain signals and using 2D-spectrogram. Spectrogram is computed using the fast Fourier transform (FFT) for each time window and its channels, and next, they were concatenated along the depth. Assessing the model performance in the CHB-MIT dataset, the use of spectrogram outperforms the time-domain input data, 97.5% against 62.3% of accuracy, respectively. However, because the model is too simple, the high gain may result from data preparation rather than from the data source used (e.g., spectrogram images are normalized between 0 and 1, while time-domain signals not). Also, no information is provided about the data selection process, neither about the treatment of unbalancing between interictal and ictal samples. In contrast, recent approaches mainly use time domain signals, but increasing the model complexity.

Then, Hossain et al. [34] proposed a specialized EEG channel fusion layer before temporal feature extraction for seizure detection. In a cross-patient scheme, input data belongs to preictal and ictal stages, which are split into time windows of 2 sec, 80% overlap. The model contains four CNN blocks. Each block consists of a convolution, an activation function, and a max-pooling. However, the first block is slightly different: first, a convolution operates along time, and next, a convolution operates along channels, both performing feature extraction, then an activation function is applied. Assessing
in the CHB-MIT dataset, the model achieved a sensitivity of 90\%, a specificity of 91.65\%, and an accuracy of 98.05\%. Despite the reported high performance, the data selection is unclear and and number of seizures recognized is unknown.

Later, Gao et al. [55] proposed to classify image spectrogram of EEG signals by using transfer learning. The authors stated a classification problem of four classes: interictal (selected from two hours away from the ictal), preictal I (selected from 30 min before the ictal), preictal II (chosen 10 min before the seizure), and ictal. First, only 11 patients where selected from the CHB-MIT dataset. Then, signals are cleaned using the discrete wavelet transform (DWT) and split into time windows of 4 sec. Next, time-domain signals are converted to spectrogram images. A data augmentation of ictal signals is employed using a sliding window with 50\% overlap. The authors use three pretrained models from image classification task, Inception-ResNet-v2, Inception-v3, and ResNet152, whose outputs are fed to two FC layers of 1,024 and 512 neurons that are used for classification. Validation is performed in a hold-out cross-validation, 70:30, achieving a sensitivity of 95.8\% and a specificity of 99.3\% detecting the ictal state.

Then, Li et al. [30] proposed a hybrid architecture of CNN and nested LSTM networks. The model consists of three 1D-CNN layers and 100 nested cells of LSTM. Data was carefully selected from interictal and 135 seizures, which are split into time window of 4 sec. Each time window is reshaped in such a way that EEG channels are as features to be processed by the 1D-CNN, and then, after feature extraction, output features are fed to a FC layer of 50 neurons before classification. The model achieved 95.42\% of sensitivity, 95.29\% of specificity, and 95.29\% of accuracy in a 10-fold cross validation. Although the achieved metrics are higher, this is because seizures to be detected have been carefully selected and reduced to 135.

Next, Wang et al. [31] proposed to classify interictal and ictal signals using only a 1D-CNN model. Selected signals is split into time windows of 2 sec and a data augmentation is applied just to ictal segments with 50\% overlap. The model architecture consists of two CNN heads, like an ensemble, whose outputs are fed into two FC layers of 256 and 128 neurons before classification. The model validation is performed in a k-fold cross validation scheme, but at level of seizures in the dataset. Working with 145 seizures, the model achieved 94.96\% of sensitivity, 93.97\% of specificity, and 94.46\% of accuracy. Despite the high performance, the authors do not provide sufficient information about what EEG channels are used as input data, and which phase of epilepsy is considered as non-epilepsy and how is trained the model with a fair five thousand samples of each class.

It should be mentioned that previous studies have used certain sampling criteria to balance the number of samples in each class, regardless of whether or not they have used any method of data augmentation. However, the joint use of data augmentation and weighted loss function methods has not been fully explored and remains also as an open question.

This work addresses two main issues outlined above: combining EEG channels as well as the joint use of data augmentation and weighted loss functions in order to increase the classification performance towards epileptic seizure detection.

### III. **Our Approach**

Fig. 3 presents the general pipeline to detect epileptic seizures in EEG recordings. First, a brief description of the dataset is furnished. Then, the preprocessing methods used are described. Next, the neural network model that performs EEG channels fusion and involves a transformer network is presented. Finally, the classification step is performed and the model performance is validated.

As follows, a deep description of each step of the pipeline is provided.

#### A. EEG Dataset

The EEG data used in this study comes from the CHB-MIT public dataset [54] and contains almost 980 hours of EEG recordings and 198 seizures. The dataset was collected from 23 pediatric patients with intractable epilepsy, 3–22 age.

...
recording chb21 was obtained 1.5 years later from the same patient chb01, and because seizure patterns are different, this is treated as a new patient’s recording.

Recordings are stored at the sampling frequency of 256 Hz and different EEG devices with different number of electrodes/channels were employed during recording of data, however, EEG recordings of 23 channels are the most common in the dataset. To release the dataset, longtime recordings were usually split into one hour long recording, and sometimes into two or four hours long recording. EEG recordings that contain seizures are referred to as seizure records; otherwise, non-seizure records. As ground truth (GT), the dataset provides the start and end for each seizure in the seizure record.

B. Preprocessing

In this stage, two main processes are performed: data selection and data windowing.

The former process, data selection, aims to select the EEG recordings and their signals to be used to train a model. In previous studies [16], [17], [18], researchers have found that interictal and ictal signals are the best ones to discriminate between NON-SEIZURE and SEIZURE sample data (see Fig. 1 to illustrate about these epilepsy phases). In addition, researchers have used recordings of 23 channels to overcome the diversity of EEG montages in the CHB-MIT dataset. In this work, we also use interictal and ictal signals among the EEG recordings of 23 channels which involve 181 seizures. Interictal data consist of signals two hours away of a seizure (we name non-seizure signals). On Further, ictal data consists of each seizure signals from all patients (we name seizure signals). Moreover, to reduce computations, signals were downsampled to 128 Hz because it does not affect the classification performance [57]. Moreover, no filtering technique is used as in previous studies [26], [32], [20].

The latter process, data windowing, aims to split the selected EEG segments into small processable time windows. A time window is the sampling unit and is used as input data of the model. This work uses a time window of 1 sec. Besides, in order to mitigate the unbalancing between non-seizure and seizure samples, data augmentation is applied to seizure signals. The data augmentation strategy consists in sliding a window with 80% overlap. Fig. 4 delineates the approach of data splitting and data augmentation employed in this work.

C. Neural Network Architecture

Fig. 5 depicts the proposed neural architecture for epilepsy detection. The neural model receives the time windows as input data. Input data is in time-domain window. Then, it performs EEG channel fusion and extracts features for classification. Finally, the model predicts outputs in the form of two categorical data: either non-seizure (interictal) or seizure (ictal) class.

In brief, the neural network consists of three basic units. First, the Channel Fusion Unit fuses the information coming from different EEG channels into a single channel signal. Second, the Self-attention Unit extracts temporal features based on the previous single channel signal. Third, the Output Unit combines the learned representations for a successful classification.

In this work, the Channel Fusion Unit is inspired by the study of Hossain et al. [34], however, with a slight variation. In our case, once EEG channels are combined, two additional convolutions still refine the spatial features using a small kernel size to diminish the computation burden. The Self-attention Unit is based on the classical transformer architecture proposed by Vaswani et al. [52] and processes the enhanced single channel signal to learn long temporal dependencies of the signal. Ultimately, the Output Unit consists of two layers of fully connected neurons and performs classification.

Table I details the neural network architecture and its parameters. The input data consists of a 2D matrix $X^{c \times t}$, where $c$ is the number of EEG channels (23) and $t$ is the number of time points in the time window (128).

D. Classification

After model training, it is capable to classify non-seizure versus seizure sample units. To predict the label class, the latest layer of the model employs the Softmax activation function to estimate the probability distribution of the input data [25].
some specific EEG channel fusion approaches, like Hossain et al. [34] and Chakrabarti et al. [35] for epilepsy detection using preictal and ictal signals, and the work of Gao et al. [58] for fatigue detection in drivers. Because the source of data to train and test their models differs from ours, we implemented such models and trained them using their own suggested hyperparameters for a fair comparison of performance. These studies are highlighted with an * in Table III.

After reviewing Table III, it can be seen that our model is significantly better than models that do not perform channel fusion, being the work of Abdelhameed et al. [32] the only one that comes close to our results, however, the authors just worked with 86 seizures from 16 subjects.

On the other hand, comparing our results against approaches that specifically perform EEG channel fusion, first, it is interesting to observe that the study of Li et al. [33] achieves a higher sensitivity and specificity of almost 97% working with 131 seizures. As this work uses CSP/EMD to fuse EEG channels, we can deduce from this that working with all EEG channels or searching for the best single channel is not good enough for the model, even using the most advanced transformer architecture like in the study of Pan et al. [53]. As a result, fusion of EEG channels before feature extraction can be quite advantageous.

Next, we compare our results against approaches that perform specialized EEG channel fusion based on neural networks. In this way, the study of Hossain et al. [34] implements the channel fusion before the feature extraction, whereas the study of Gao et al. [58] and Chakrabarti et al. [35] implement the channel fusion after feature extraction. Again, it is noted that channel fusion approaches work better than non-channel fusion approaches. Taking into account the achieved performances in descending order, they go from Chakrabarti et al. [35], Gao et al. [58], to Hossain et al. [34]. It seems that EEG channel fusion also is feasible before and after temporal feature extraction. However, our approach, that simultaneously fuses EEG channels and enhances spatial features at input data level before feature extraction, and next, leverages a simple self-attention transformer, outperforms all these approaches and provides the highest sensitivity and specificity to classify between non-seizure and seizure EEG signals.

### E. Experimental Design

In order to evaluate the feasibility of the proposed neural architecture and to compare its performance with related work, the model is validated using the k-fold cross validation (k=5). The k-fold cross validation was widely employed in previous studies to validate their model performance [16], [17], [18]. However, to ensure a fair assessment and comparison of model performance, in addition to the accuracy, the sensitivity, specificity, precision, and F1-score should be used as validation metrics, because detecting epilepsy is an extremely unbalanced classification problem [25].

### IV. Results and Discussion of Results

The proposed model is implemented in the Python 3.9 environment and the Pytorch 1.13 deep learning framework and runs in a computer desktop with a GPU NVIDIA GeForce RTX 2070 Super. The hyper-parameters used to train the model are: the Adam optimizer, the cross-entropy loss function which should use normalized weights depending on the proportion of samples from each class in the training set (the larger the number of samples of the class, the smaller the weight, and conversely), the batch size of 128, the learning rate of 1e-4, and 150 number of epochs for model training.

The model performance is assessed using the 5-fold cross validation, and the achieved results are shown in Table II. The results follow the format of the average plus/minus the standard deviation. The proposed model achieved 99.74 ± 0.08 of sensitivity and 99.15 ± 0.1 of specificity detecting epilepsy patterns, with high precision and great F1-score.

### V. Conclusion

In this work, a new approach to detect epileptic seizures has been described. The method is based on a specific channel fusion layer that optimally combines multiple EEG channels into a single channel and enhances spatial features. Then, a simple self-attention transformer is employed to extract temporal features in order to improve the classification performance.

The feasibility of the method was validated in the public CHB-MIT EEG dataset using 5-fold cross validation. In a highly unbalanced dataset and assessing 181 seizures from 24 patients, the proposed model achieved 99.74 ± 0.08 of specificity, 99.15 ± 0.1 of sensitivity, 97.66 ± 0.71 of precision, 98.4 ± 0.32 of F1-score, and 99.68 ± 0.06 of accuracy. Comparing with current SoA methods, the proposed method surpasses them considerably.

In the course of future work, further studies are still needed on new methods of merging EEG channels, especially those
of a linear nature, as they are easier to understand by humans. Furthermore, new data augmentation techniques are needed and generative neural networks may provide an improvement over existing ones.

REFERENCES


<table>
<thead>
<tr>
<th>Author et al. [26]</th>
<th>2D-CNN</th>
<th>97.66</th>
<th>-</th>
<th>-</th>
<th>-</th>
<th>-</th>
<th>97.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gao et al. [55]</td>
<td>Transfer Learning</td>
<td>95.8</td>
<td>99.3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>96.9</td>
</tr>
<tr>
<td>Li et al. [30]</td>
<td>CNN-nested LSTM</td>
<td>95.42</td>
<td>95.29</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>95.29</td>
</tr>
<tr>
<td>Wang et al. [31]</td>
<td>1D-CNN</td>
<td>88.14</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>95.54</td>
</tr>
<tr>
<td>Abdelhamed et al. [32]</td>
<td>AE-2D-CNN - LSTM</td>
<td>86</td>
<td>98.72 ± 0.77</td>
<td>98.86 ± 0.53</td>
<td>98.86 ± 0.53</td>
<td>98.79 ± 0.53</td>
<td>97.94 ± 0.53</td>
</tr>
<tr>
<td>Li et al.[33]</td>
<td>CSP/EMD-SVM</td>
<td>131</td>
<td>97.34</td>
<td>97.50</td>
<td>-</td>
<td>-</td>
<td>97.49</td>
</tr>
<tr>
<td>Pan et al.[33]</td>
<td>Transformer</td>
<td>94.96</td>
<td>93.97</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>94.46</td>
</tr>
<tr>
<td>Hossain et al. [34]</td>
<td>CNN</td>
<td>181</td>
<td>91.44 ± 1.32</td>
<td>96.86 ± 0.67</td>
<td>97.36 ± 0.5</td>
<td>97.65 ± 1.62</td>
<td>96.33 ± 0.48</td>
</tr>
<tr>
<td>Chakrabarti et al. [35]</td>
<td>LSTM</td>
<td>181</td>
<td>98.29 ± 0.38</td>
<td>99.52 ± 0.07</td>
<td>95.75 ± 0.06</td>
<td>97 ± 0.24</td>
<td>96.9 ± 0.05</td>
</tr>
<tr>
<td>Gao et al. [58]</td>
<td>CNN-FC</td>
<td>181</td>
<td>97.71 ± 0.18</td>
<td>99.49 ± 0.04</td>
<td>95.41 ± 0.32</td>
<td>95.57 ± 0.12</td>
<td>96.9 ± 0.02</td>
</tr>
</tbody>
</table>

This work: Channel Fusion-Transformer | 181 | 99.15 ± 0.1 | 99.74 ± 0.08 | 97.66 ± 0.71 | 98.4 ± 0.32 | 99.68 ± 0.06 |

* After training the model architecture from scratch because the original studies use different data sources.


