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Abstract—Effective public health responses to unexpected
epidemiological hazards or disasters need rapid and reliable
monitoring. But, monitoring fast-changing situations and ac-
quiring timely, accurate, and cross-national statistics to address
short-term mortality fluctuations due to these hazards is very
challenging. Estimating weekly excess deaths is the most solid
and accurate way to measure the mortality burden caused by
short-term risk factors. The Short-term Mortality Fluctuations
(STMF) data series is one of the significant collections of the
Human Mortality Database (HMD) that provides the weekly
death counts and rates by age and sex of a country. Sometimes,
the data collected from the sources are not always represented in
specific age groups rather represented by the the total number
of individual death records per week. However, the researchers
reclassified their dataset based on the ranges of age and sex
distributions of every country so that one can easily find out
how many people died in per week of each country based on an
equation and earlier distribution data. The paper focuses on the
implementation of multi-output regression models such as logistic
regression, decision tree, random forest, k nearest neighbors,
lasso, support vector regressor, artificial neural network, and
recurrent neural network to correctly predict death counts for
specific age groups. According to the results, random forest
delivered the highest performance with an R squared coefficient
value of 0.9975, root mean square error of 43.2263, and mean
absolute error of 16.4069.
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fluctuations; machine learning; deep learning

I. INTRODUCTION

In the past few years, there have been many outbreaks
of natural or man-made hazards which eventually turned into
a pandemic situation. For instance, influenza outbreaks in
2014–15, 2016–17, and 2017–18, as well as the recent COVID-
19 pandemic. These hazards induced significant increases in
short-term mortality in several countries [1]. Accurate and
statistical data is important to analyze the mortality rates
and to provide an immediate response to short-term health
concerns for reducing life loss. However, the recent COVID-
19 pandemic pointed out the scarcity of reliable, accurate, and
comparable international data required to track the spread of
epidemics [2]. In May 2020, the Human Mortality Database
(HMD, [3]) team released the Short-term Mortality Fluctua-
tions (STMF) data series to meet the increasing need for such

data. The information on how many people died in a calendar
year has been kept in this dataset on a weekly basis. However,
the researchers built their dataset on age-specific deaths in each
country so that one can find out how many children, youth, or
adults die in each country per week. In many cases, researchers
have already stated that they cannot get accurate data into
different ranges of ages but they can get the total death number
of a city, a country, or a state. To mitigate these problems,
researchers normally use the below Eq. 1 for distributing
the total number of deaths to age-specific numbers. They
use the equation 1 and use the earlier distribution that they
already deposited into the database. However, the observed
or forecasted death counts from annual age-specific groups
are then converted to standard age groups using the following
formula:

M̂s
b (x, x+m) = Ms

b (x, x+ n) ∗ Mb(x, x+m)

Mb(x, x+ n)
(1)

In the above equation, Ms
b (x, x+ n) indicates the number

of death according to the original data in the interval of age
[x, x+n) in s week of year b and n is the age interval length
of original data. On the other hand, M̂s

b (x, x+m) indicates the
predicted number of death in the interval of age [x, x+m) in
s week of b year and m is the age interval length of estimated
data. Mb(x, x+m) and Mb(x, x+ n) represents the number
of death in the whole year b.

Similar to the age specific distributions, they have calcu-
lated the specific groups based on sex by using the annual data
stated in the following Eq. 2 when the age-specific sex group
data is unavailable.

M̂s,males
b (x, x+m) = Ms,total

b (x, x+m)∗M
males
b (x, x+m)

M total
b (x, x+m)

(2)

The death rate according to the age groups has been
estimated using total number of death in s week of b year
and total population Pb(x, x+m) of specific age groups using
the following Eq. 3:
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Rs
b(x, x+m) =

Ms
b (x, x+m)

Pb(x, x+m)/52
(3)

However, The accuracy of the prediction of weekly age
or sex group specific data from the combined data using the
above distribution equation is not calculated or proved. As
an efficient and easy alternative to the equation to solve the
problem, we have proposed a system that uses several multi-
output regression models. Compared to developing separate
five single-output models for predicting five output features,
multi-output regression has multiple advantages. Multi-output
regression provides reduced training time, a unified prediction
rule, and improved predictive generalization. As a result,
much more complicated decision-making problems can be
solved easily [4]. In this work, the prime objective of this
research is to propose a model using multioutput regression
to correctly perform the prediction of mortality data based on
combined weekly mortality data. After collecting the dataset,
we applied six ML models as well as two DL models named
Linear Regression (LR), Decision Tree (DT), Random Forest
(RF), K-nearest Neighbour (KNN), Least Absolute Shrinkage
and Selection Operator (LASSO), Support Vector Regressor
(SVR), Artificial Neural Network (ANN) and Recurrent Neural
Network (RNN). After then, we have compared the output
of each model. Finally, we have explored the best-performing
model for the problem.

The remainder part of the paper is organized as follows:
the recent relevant works is shown on Section II, the materials
and methods is described on Section III, the result of the
experiment is shown on Section IV, discussion is demonstrated
on Section V and finally the conclusion and future works on
Section VI.

II. RELATED WORKS

Some researchers already exploited the benefit of multi-
output regression in their work. For example, in [5], Cui
et al. jointly predicted two healthcare resource utilization
measures such as length of stay and cost using multi-output
regression models. They used four regression models such as
NN, DT, RF, and multi-task Lasso for the prediction. They
have achieved best performance with RF model when features
generated through skip-gram feature vectors according to the
R2 coefficient, RMSE, Mean-Absolute error (MAE), Median
Absolute Error (Median-AE) among the uninterpretable meth-
ods. Boumezoued et al. [6] utilized linear regression and neural
network model to the correction of the mortality data while
birth by month data is not available. They worked on the
database of human mortality. In [7], Shahid et al. used seven re-
gression models including decision tree, random forest, linear
regression, support vector regression, ridge regression, gradient
boosting, and multi-layer perceptron to efficiently forecast
road traffic flow. Before implementing the models, they have
utilized five dimensionality reduction methods. Han et al. [8]
applied multi-output least square support vector regressor (M-
LSSVM) to predict the levels of gas in a multi-tank LDG
system in real time. It encompasses both the individual fitting
errors as well as the combined ones for each output. Tuia
et al. [9] employed an multioutput support vector regressor

(MSVR) model to estimate biophysical parameters such as
fractional vegetation cover, chlorophyll content, and leaf area
index from remote sensing images in a simultaneous manner.
The study demonstrated that M-SVR is a viable substitute for
nonparametric estimation of biophysical parameters and model
inversion, compared to the single-output regression method.
Li et al. [10] developed a system that utilizes multi-target
regression models to predict the time series value of blood-
drug efficacy in traditional chinese medicine datasets. The
proposed system utilized the correlation between targets to
enhance the performance of four learning techniques such as
LR, Partial Least Squares, SVR, and ANN. SVR exhibits the
best performance among the applied models. Meyer et al. [11]
investigated the use of multi-target machine learning models
for wind turbine normal behavior monitoring. The authors
assessed 6 multi-target models such as DT, RF, KNN, MLP,
CNN, and LSTM in a wind turbine case study and found
that these models offer benefits over single-target modeling.
Specifically, multi-target models can significantly decrease
the effort required for the lifecycle management of normal
behavior models while maintaining model accuracy. Kucuk et
al. [12] predicted soil moisture through applying nine multi-
output regression models such as LR, ridge regression, Lasso,
RF, adaptive boosting, extreme gradient boosting, gradient
boosting, histogram-based gradient boosting and extra tree
regressor (ETR). They have shown that ETR delivers best
performance with 0.81 r-squared coefficient value.

III. METHODOLOGY

The whole procedure has been subdivided into several parts
such as dataset description, data preprocessing, implementation
of multi-output regression models and finally the comparison
of the performance of the algorithms. The conceptual flow
of the procedure has been demonstrated on Fig. 1. At first,
we have gathered the dataset in csv format. The data values
has been scrubbed with the necessary features, and the final
dataset has the features named Country Code, Year, Week,
Sex, D Total, D0 14, D15 64, D65 74, D75 84, and D85p.
To handle multiple target features, we have utilized several
regression models that perform better in multi-output regres-
sion problems such as LR, DT, RF, KNN, Lasso, SVR, ANN,
and RNN. All the implementation were performed on python.
Finally, the the performance of the model has been evaluated
based on performance metrics.

A. Dataset Description

The STMF data series, a part of HMD, contains the records
of human mortality rate according to every week of a year.
The data has been stored both in the csv and excel file formats.
There are total 19 features in the dataset such as CountryCode,
Year, Week, Sex, next five features (5-9) includes death counts
by age group (0-14, 15-64, 65-74, 75-84, 85+), total death
counts through combining all age groups, next five features
(11-15) such as death rates by age group (0-14, 15-64, 65-
74, 75-84, 85+), total death rates through combining all sex
groups, finally 17-19 attributes are explanatory indicators such
as split, splitsex and forecast (see Table I). The four columns
of the dataset are country in ISO-3 code format, year, week,
sex of the the people who has died. It maintains the guidelines
of ISO 8601-2004 to arrange the week. Generally, a year is
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Fig. 1. Conceptual flow of the proposed model.

divided to 52 weeks except for some years of 53 weeks like
1992, 1998, 2004, 2009, 2015, and 2020. However, this paper
focuses on the dataset with ten features where the five features
such as country code, year, week, sex, D Total were used
as independent features and the five features such as D0 14,
D15 64, D65 74, D75 84, and D85p were used as dependent
features. On the other hand, there are 107211 records in the
table.

B. Data Preprocessing

Data preprocessing is performed to remove any abnormal-
ities in the dataset, identifying milling values as well as to
prepare the data for further analysis. In this work, the dataset
was checked whether it has any null values or not and it
was replaced with zero using the fillna() option of python.
After that, the character values changed using the encoder of
python as the character or word data cannot be used for the
application.

C. Multi-output Regression Models

Multi-output regression involves concurrently predicting
multivariate output feature space from a given multivariate
input feature space [13], [14]. Suppose a ∈ Ru is a u-
dimensional input feature space and b ∈ Rv is a v-dimensional
output feature space. So, multi-output regression can be stated
as mapping from Ru to Rv [15]. In this work, we simultane-
ously predicted five output features using multi-output regres-
sion models. We have implemented eight different regression
models namely ANN, RNN, LR, DT, RF, KNN, Lasso, and
SVR to the data.

1) Artificial Neural Network (ANN): ANN [16]is a com-
putational network, which is motivated by the structure and
function of biological neural networks in the brain [17]. The
neural networks have several’s neurons that are interconnected
to each layer named as nodes similar to biological neural
networks. The basic objective is to simulate the neural network
that makes up the human brain so that computers can be
capable of comprehending information and making decisions
in the same way humans do. There are major three layers of
ANN.

• Input Layer: The input layers receive input in var-
ious formats from multiple sources provided by re-
searchers. Inputs are provided in the form of a pattern
and vector from those external sources.

• Hidden Layer: The hidden layer lies in the middle
of the input and output layers. This layer extracts all
hidden features and patterns based on a given weight.

• Output Layer: Each input is multiplied by its associ-
ated weight. If the summed-up weighted input is zero
then a bias is added to make a non-zero or different
output. After that an activation function is applied to
the summed-up weighted inputs to get the desired
output. The Eq. 4 displays the standard format of a
transfer function.

y =

n∑
i=1

Wi ∗Xi + c (4)

Here, the variable y represents the weighted sum, where
Xi represents the input values, Wi represents their respective
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TABLE I. DIFFERENT ATTRIBUTES OF THE DATASETS

S.N. Attributes Type of
Attribute

Attribute
Value

1 CountryCode Nominal

Austrailia, Austria, Belgium, Bulgaria,
Croatia, Czech Republic, Denmark,
England and Wales, Estonia, Finland,
France, Germany,Greece, Hungary,
Iceland, Israel, Italy, Latvia, Lithuania,
Luxembourg, Netherlands, Norway,
Poland, Portugal, Russia, Scotland,
Slovenia, Slovakia, Spain, Switzerland,
Sweden, USA

2 Year Numerical 1990-2022
3 Week Numerical 1-53
4 Sex Nominal Male(m), Female(f), Both(b)

5 Death counts by age
group (0-14), D0 14 Numerical Mean: 24.48840206

6 Death counts by age
group (15-64), D15 64 Numerical Mean:741.2852896

7 Death counts by age
group (65-74), D65 74 Numerical Mean: 574.2379793

8 Death counts by age
group (75-84), D75 84 Numerical Mean: 860.7234414

9 Death counts by age
group (84+), D85p Numerical Mean: 874.3757614

10 The total death counts of all
ages combined, DTotal Numerical Mean: 3075.110874

11 Death rates by age
group (0-14), R0 14 Numerical Mean: 0.000410215

12 Death rates by age
group (15-64), R15 64 Numerical Mean: 0.003046857

13 Death rates by age
group (65-74), R65 74 Numerical Mean: 0.020856924

14 Death rates by age
group (75-84), R75 84 Numerical Mean: 0.055437482

15 Death rates by age
group (84+), R85p Numerical Mean: 0.166329407

16 The total death rates of all
ages combined, RTotal Numerical Mean: 0.009862773

17 Split Nominal 0,1
18 SplitSex Nominal 0,1
19 Forecast Nominal 0,1

weights, and c represents the bias term. The output is then
produced by passing the weighted total through an activation
function. The training of the model has been performed in 100
epochs with relu activation function as well as Adam optimizer.

2) Recurrent Neural Network (RNN): RNN is a type of
artificial neural network in which the output from one phase
is fed back as input for the subsequent phase. It possesses
hidden layers that utilize RNN memory to preserve information
from prior computations, thereby facilitating the extraction
of significant information for the purpose of sequential data
processing. Thus, many applications with sequential data such
as speech recognition [18], language translation [19], and
human activity recognition can be benefited from RNNs. RNN
converts independent activations into dependent ones by giving
each layer the same amount of weights and biases. This
reduces the complexity of increasing parameters and helps to
memorize each previous output, which will be used as input
for the subsequent hidden layer. After then, each set of three
layers can be connected to form a single recurrent layer. The
Eq. 5 represents the formula for determining the current state:

St = f(St−1, Xt) (5)

Here, St denotes the present state, St−1 denotes the preced-
ing state, and Xt denotes the input state. The Eq. 6 represents
the formula for using the activation function:

St = f(WssSt−1 +WsxXt) (6)

Here f is the activation function, Wss represents the weight
assigned to the recurrent neuron, and Wsx represents the
weight assigned to the input neuron. The Eq. 7 represents the
formula to determine output:

Yt = WsySt (7)

Here Yt represents the output and Wsy represents the
weight assigned to the output layer.

3) Linear Regression (LR): LR is one of the widely
used machine learning methods which estimates the linear
relationship between dependent and independent variables. It
demonstrates how the value of the dependent variable changes
based on the value of the independent variable. Basically, it
is employed in predictive analysis. It forecasts factors that
are real or numerical, such as birthday, sales, salary, age,
and product price. The main goal of linear regression is
to determine the best-fitting linear equation that reduces the
disparity between the anticipated and actual values of the
dependent variable. The Eq. 8 represents the formula of the
model.

y = b0 + b1x1 + b2x2...bnxn (8)

Here y denotes the dependent variable, also termed as target
variable, x1, x2... xn denotes the independent variables, which
are known as predictor variables. b0, b1, b2...bn denotes the
coefficients associated with each independent variable. b0 is
the line’s intercept, and a1 is the linear regression coefficient.

4) Decision Tree (DT): DT is a supervised learning algo-
rithm applied to both classification and regression problems.
It is a tree-like structured approach where the internal nodes
indicate input features or attributes, branches indicate the
decision-making process that is based on those features, and
leaf nodes indicate the output or prediction of the model. The
algorithm starts at the root node of the tree and at every
decision node, the algorithm selects the branch to pursue by
evaluating the present record’s values with associated decision
node values. Based on this comparison, the algorithm follows
the corresponding branch to the next node. One of the main
issues in DT algorithms is to determine the best attribute for
the root node and subsequent sub-nodes. An attribute selection
measure (ASM) can be used to find solutions to these issues.
There are two widely used ASM techniques that are described
in the following sections.

• Information Gain: After dividing the data depending
on an attribute, it calculates the reduction in entropy
or uncertainty in the target variable. The splitting
attribute is selected based on the attribute that has
the highest information gain. The Eq. 9 represents the
formula to calculate Information Gain (IG).

IG = Entropy(s)−
∑ |Sv|

|S|
∗ Entropy(Sv) (9)
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Here, Entropy(s) represents the entropy of the origi-
nal dataset S. |Sv| represents the instance number in S
that have the value v for attribute, |S| represents the
total instance number in S, and Entropy(Sv) is the
entropy of the subset Sv after splitting the data based
on the attribute value v.

• Gini Index: Gini index quantifies the impurity or
dissimilarity of a dataset’s value while creating a
decision tree. The objective of the Gini index is to
reduce impurities from the root nodes to the leaf
nodes. The attribute with the lowest Gini index should
be chosen as the splitting attribute. Gini index can be
calculated using the below formula stated in Eq. 10.

GI(S) = 1−
∑

p2i (10)

Here, pi is the proportion of instances in S that belong
to class i.

5) Random Forest (RF): RF is another popular supervised
algorithm that integrates the power of decision trees and
ensemble learning for solving classification and regression
problems [20]. It functions by randomly choosing subsets of
the training data and features known as bootstrap samples from
the original dataset. Each decision tree is then created indepen-
dently using these subsets through a recursive process. During
prediction, each tree generates an independent prediction and
the final prediction is then determined by taking the average
prediction of all the trees. There should be a chance that certain
decision trees may generate incorrect predictions, but when
all the trees are combined, it provides an accurate prediction.
RF also provides several other benefits, including the ability
to handle nonlinear relationships, capture complex interactions
among features, and improved accuracy, and robustness against
outliers and noise compared to individual decision trees [21].

6) K Nearest Neighbour (KNN): KNN is one of the sim-
plest yet versatile algorithms applied to both classification
and regression tasks [22]. This algorithm is non-parametric,
instance-based, and makes no assumptions on the distribution
of the underlying data. KNN algorithm assigns labels to
previously unlabeled data based on the features and labels of its
K nearest neighbors in the training data. The process involves
computing the distance between the new unseen input data and
each training sample using a certain distance metric such as
Euclidean distance, Minkowski distance, Manhattan distance,
hamming distance. In the classification process, KNNs are
used to assigning labels to a new data point based on the
dominant class label among the neighbors. In regression, the
predicted value is calculated by averaging the target values of
K’s nearest neighbors. The choice of K may have impact on
the algorithm’s performance. If the value of K is smaller, it
may lead to a potentially more flexible and noisier prediction
and if the value of K is larger, it may lead to potentially
smoother but biased predictions. In order to identify the K
nearest neighbors, Euclidean distance is used most of the time
as a distance metric. The Eq. 11 represents the formula to
determine the nearest neighbors between two data sets, p and
q.

d(p, q) =

√√√√ n∑
i=1

(qi − pi)
2 (11)

Here, p and q denote the coordinates of data points in each
dimension, and n represents the total number of dimensions
or features.

7) Least Absolute Shrinkage and Selection Operator
(LASSO): LASSO is a type of linear regression model that
employs shrinkage to select the variables. It is beneficial in an-
alyzing datasets with high dimensions, specifically those with
many features and fewer observations [23]. During prediction,
the linear regression model provides equal importance to all
features. However, when there are many features, including
irrelevant or redundant ones, the model may become com-
plicated and overfit the training data, which results in poor
generalization of new data. Lasso Regression addresses this
problem by adding an L1 penalty term to the cost function. The
L1 penalty promotes sparsity and facilitates efficient feature
selection by shrinking the coefficients of irrelevant features
toward zero, thereby eliminating the corresponding features
from the model. The generic form of the cost function in
LASSO regression is presented on Eq. 12.

J =
1

m

m∑
i=1

(
y(i) − h

(
x(i)

))2

+ λ

n∑
j=1

|wj | (12)

Here, the variable m denotes the count of training exam-
ples. The variable y(i) represents the target variable’s value for
the i-th training example. The expression h(x(i)) denotes the
hypothesis function’s for prediction, while n denotes the total
number of features. The weight assigned to the jth feature is
represented by wj .

8) Support Vector Regression (SVR): SVR is a super-
vised learning algorithm used for classification and regression
problems [24], [25], [26]. It is an expansion of the Support
Vector Machine (SVM) algorithm. The aim of SVR is to
select a hyperplane with a maximum margin while allowing
a certain level of error (epsilon) for data points that lie
within that margin. The SVR algorithm tries to identify the
optimal hyperplane by solving an optimization problem that
minimizes the training data error and maximizes the margin.
In the prediction phase, SVR applies the learned hyperplane to
predict the values for new data points. The predicted values are
defined by the position of the data points with respect to the
hyperplane. SVR can handle non-linear relationships and high-
dimensional data effectively with the help of kernel functions.
Kernel functions are applied to convert the input data into a
higher-dimensional space, where it can find a linear regression
function. The selection of the kernel function depends on the
type of data and the problem at hand. The three kernels that
SVM most frequently uses are.

• Linear kernel: It deals with large sparse data and is
used in text categorization. It measures the linearity
between the input data and the target variable.

• Polynomial kernel: This kernel, known as a polyno-
mial kernel, introduces polynomial features to capture
nonlinear relationships.
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• Radial Basis Function (RBF): It maps the input data
into an infinite-dimensional feature space applying
Gaussian functions.

D. Performance Metric

The purpose of accuracy metrics is to determine the perfor-
mance of any model. In this section, we used three evaluation
metrics such as R Square coefficient, RMSE, and MAE to
measure the prediction accuracy of the regression models.

1) R Square Coefficient: R square coefficient is an evalua-
tion metric that measures the fitness of a regression model [7].
It can be expressed as using Eq. 13.

R2 = 1−
∑

i(xi − x̂i)
2∑

i(xi − x̄)2
(13)

Where, xi and x̂i are the actual and predicted output of
i-th sample respectively, x̄ is the average output. The highest
value of R2 is 1, indicating that the closer the value to 1 the
better fitted the model is.

2) Root Mean Square Error(RMSE): RMSE is a general-
purpose error metric used to measure the performance of
a model according to prediction accuracy [27]. The smaller
the RMSE value the higher the prediction accuracy. It can
be expressed as the square root of the mean squared error.
The equation to calculate MSE and RMSE for multi-output
regression model is provided in Eq. 14 and 15, respectively.

MSE =
1

m

∑
i(xi − x̂i)

2

N
(14)

RMSE =
√
MSE (15)

In the above equation stated in 14, N denotes the number of
samples.

3) Mean Absolute Error(MAE): MAE calculates the dif-
ference between actual output and predicted output. MAE for
multi-output regression model expressed in the Eq. 16.

MAE =
1

m

1

n

n∑
i=1

|(xi − x̂i)
2| (16)

IV. EXPERIMENTAL RESULTS

The main objective of the proposed model is to predict
the weekly death count based on age-specific user group. To
perform the task, we have implemented several regression
models. The dataset was divided into 80% to 20% where 80%
data is used for training and 20% data for testing purposes. All
the experiments were performed in Python. The performance
of these models is evaluated based on three different metrics
such as MSE, MAE and R squared coefficient. The higher
value of the R squared coefficient is found with RF algorithm
(0.9975), which is followed by DT (0.9958), RNN (0.9529),
KNN (0.9430), ANN (0.9427), LR (0.8937), Lasso (0.8937),
SVR (0.8438) which is shown on Table II. The higher value
of the R squared coefficient, the lower value of RMSE and
MAE indicates good fitted model for the task. It is evident
that the value of MAE is lower with RF (16.4069) that is

TABLE II. COMPARISON AMONG THE REGRESSION MODELS BASED ON
RMSE, MAE AND R SQUARED COEFFICIENT

RMSE MAE R Squared
RF 43.2263 16.4069 0.9975
DT 56.4134 21.7217 0.9958
RNN 333.8810 124.3763 0.9529
KNN 386.2374 106.2851 0.9430
ANN 389.7136 114.8771 0.9427
LR 525.6425 212.0527 0.8937
Lasso 525.6477 211.7925 0.8937
SVR 656.4845 245.8620 0.8438

followed by DT (21.7217), KNN (106.2851), ANN (114.8771),
RNN (124.3763), Lasso (211.7925), LR (212.0527) and SVR
(245.8620). The lowest RMSE value is found on RF with
43.2263 which is followed by DT, RNN, KNN, ANN, LR,
Lasso, and SVR. Therefore, it can be concluded that RF is the
best-performing model for the task and after then DT showed
almost similar types of prediction.

V. DISCUSSION

In this research, we figured out that, instead of using
the distribution equation, the construction of a model with
random forest and decision tree algorithms to perform the
count of mortality in absence of age specific data from the
total count of all ages is much easier and better solution. It
is evident that the use of the multi-output regression model
has proved its efficiency to perform the prediction. To the best
of our knowledge, this work is the first attempt to propose a
multi-output regression model as a solution to the distribution
problem on the mentioned dataset. It can be summarised
that ML techniques provide better output for multi-output
regression than DL methods. Among the classifiers, RF showed
the best performance based on RMSE, MAE, and R squared
coefficient.

However, the performance of several algorithms can further
be improved through tuning the hyper-parameters of the model.
In addition, the utilization of these regression models can
be applied to the similar domains through extending their
potentiality.

VI. CONCLUSION

STMF data series is one of the most valuable data series
of HMD. Various types of analysis can be performed using the
weekly records according to the information of their age group
and gender. However, the data that are collected from various
countries sometimes lack the weekly death information. Cur-
rently, researchers used the distribution equation to calculate
the age-specific weekly data. Multi output regression models
are getting popularity in prediction related problems over
the last few years. In this work, we have implemented such
regression models because of the benefits over single output
model. In this work, RF is selected as the best performing
model based on R-square coefficient, RMSE and MAE.
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