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Abstract—The emerging Internet of Things (IoT) makes users and things closely related together, and the interactions between users and things generate massive context data, where the preference information in time, space, and textual content is embedded. Traditional recommendation methods (e.g., movie, music, and location recommendations) are based on static intrinsic context information, which lacks consideration regarding real-time content and spatiotemporal features, failing to adapt to the personalized recommendation in IoT. Therefore, to meet users’ interests and needs in IoT, a novel effective and efficient recommendation method is urgently needed. The paper focuses on mining users’ things of interest in IoT via leveraging multidimensional context embedding. Specifically, to address the challenge from massive context data embedding different user preference information, the paper employs Convolutional Neural Networks (CNN) to mine the intrinsic内容information of things and learn their representation. To solve the real-time recommendation problem, the paper proposes a real-time multimodal model embedded into location, time, and some instant content information to track the features of users and things. Furthermore, the paper proposes a matrix factorization-based framework using the regularization method to fuse real-time context embedding and intrinsic information embedding. The experimental results demonstrate the proposed method tailored to IoT is adaptable and flexible, and able to capture user personalized preference effectively.
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I. INTRODUCTION

The emerging Internet of Things (IoT) is promoting the growth of connected things (e.g., sensors, actuators, and mobile devices), which makes a large amount of data available from interactions between users and things. The data includes time, locations, textual contents, and interaction records. In addition, in IoT, some context data is changing over time to time, such as users’ locations, and things’ function availability (things in use or not in use), and in term of that one, the data could be divided into intrinsic context and instant context. Therefore, the data is characterized by massive, multidimensional, and variant. To accelerate proactively searching and promote convenient life from the massive and overloaded data, an intelligent and automated method capable of deeper understanding and mining the information is needed for personalized recommendations in IoT. The things recommendations tailored to IoT should put more emphasis on users’ and things’ states under different scenarios and time besides historical interactive preferences. Hence, the things recommendation is more complex than the conventional recommender systems like movie recommendations [1-4], music recommendations [5-7], and other location recommendations [8-10].

In IoT, each user has its own unique behavior pattern, and the things of interest and interactive behaviors usually vary with time in a day, and these behaviors are regular and cyclical. To clearly observe users’ real behaviors, the paper conducts an example for the spatiotemporal feature analysis on the real datasets from CASAS¹, which is a database collected from a smart home environment. Due to the space limitation, only three users’ behavior records are shown on the locations and time. In Fig. 1, the three users interact with similar things except for their own locations, such as latitudes and longitudines. And Fig. 2 depicts the three users’ action frequencies in the different time period are unique: user 1 usually interacts with things in the morning and afternoon, user 2 at noon, and user 3 in the early morning and evening. Consequently, the recommendation in IoT is personalized independence, context-dependence, real-time, and complexity. The following are the main challenges of achievement for things recommendations in IoT.

- Mining and indicating things intrinsic content information. When users decide to use a thing, they always make a primary assessment that the function of the thing meets interest or not. The descriptions of functional features are derived from the textual contents of things. Failure to mine and indicate the intrinsic content of things may result in some inaccurate recommendation results.
- Highly dynamic. In IoT, the locations and interests of users and the availability of things are dynamic, calling for the model capable of adapting to the changes in real-time and presenting the most timely recommendation results.
- Data sparsity. Compared with massive things in IoT, the things generating interactions with each user are limited, namely, the density of user-thing rating matrix

¹http://ailab.wsu.edu/casas/datasets/
is quite low. Therefore, under this circumstance, it is difficult to sharply explore what users may be interested in.

In light of the challenges above, the paper proposes a matrix factorization framework fusing multidimensional context embedding (McEMF), including time, intrinsic textual content, and instant location and status information to address the recommendations in IoT. Specifically, to represent and learn users’ periodic behavior regularly, the paper develops a temporal-user-thing rating matrix to record interactions between users and things. Then the rating matrix is used to implement the users’ preference model. To mine and indicate the things intrinsic content, the paper employs CNN to learn intrinsic content embedding, which could be used to measure the semantic relationships on the functions of things. And leveraging the semantic relationships, users’ preferences could be further explored with CF. To embed instant information, the paper adopts a particle filtering-based tracking method to capture the latest states of users and things. The benefit of instant information embedding is that it could help the recommender system enhance the efficiency of real-time state awareness and solve the cold-start problem. Indeed, data sparsity is a critical problem for historical data based recommender systems, and the textual content, location information, and time information are fused into the model to effectively alleviate the problem of data sparsity.

To sum up, the main contributions of the proposed McEMF are as follows:

- McEMF is a personalized things recommendation method tailored to IoT. By taking multidimensional contexts into account, McEMF captures both intrinsic content and instant information, addressing time awareness.

- Intrinsic contents and instant information are fused with improved matrix factorization technique (MF). In particular, the paper develops a CNN-based method to concatenate textual content and real-time states of things, and the real-time locations of users can constantly updated in the model to estimate the geographical relationships between things and users.

- The paper implements experiments to validate and evaluate the performance of the proposed McEMF on a real-world IoT database. The experimental results demonstrate that McEMF outperforms state-of-the-art baseline methods in effectiveness and efficiency, and it achieves the capability of IoT recommendation in real-time.

The rest of the paper is organized as follows. The paper reviews the related researches on things recommendation and IoT-oriented things recommendation in Section II. The paper presents the proposed McEMF model and describes the technical details of each procedure in Section III. The paper gives the experimental settings and reports the evaluated results of performance in Section IV. The paper is concluded in Section V.

![Fig. 1. Distributions of interactions between users and things.](image1)

![Fig. 2. Probabilities of interactions between users and things.](image2)

**II. RELATED WORKS**

**A. Things Recommendation**

At present, things recommendation is a hot academic issue, and it not only benefits the person but also the third-party business. The recommender could proactively recommend users some things that they may be interested in or need, and the third-party business could also obtain more potential preferences of users. Traditional recommendation systems employ two kinds of techniques in general. One is collaborative filtering (CF) technique, and the achievement of many popular recommendation methods is based on CF to learn user preference on things from user daily records. The CF techniques are divided into the memory-based CF and the model-based CF. The works [11, 12] adopt the memory-based CF, namely, they use the data collected from user behavior records to compute the similarity of users or things, to recommend things of interest for users, called as user-based CF and item-based CF respectively. Besides, the studies [3, 4, 13-15] leverage the model-based CF (e.g., Matrix Factorization) in the recommendation system. They treat each thing as an item and conduct a user-item matrix to learn the user preference on things, and each user and thing in the matrix are indicated with a \( k \)-dimensional latent vector respectively. MF has become one of the most popular techniques in the personalized recommendation, due to its effectiveness and efficiency for large sparse user-item rating matrix. Focusing on solving the problem of data sparsity, [16, 17] employ singular value decomposition (SVD) for matrices, and [18-20] propose a non-negative MF to handle high-dimensional and sparse data collected from industrial applications. Meanwhile, probabilistic MF (PMF) [21] is proposed and shown good achievements. Different from previous works with the explicit
rating as feedback, [22,23] propose a second-order decomposing method to treat feedback records as implicit information. Another technique is content-based filtering, which works with the profiles of users or things in historical behavior records and recommends things in terms of the similarity from profiles. Study [10] presents a CF fusing the contents of users and things, and it recommends preference things according to the satisfaction of similar users for different things. [24, 25] expand the contents of things, associating some geographical information and social information with the contents, for recommendations. These methods alleviate the data sparsity problem to some extent. Recently, a few works integrate more context information, and they achieve better performance. Among them, some works [26-30] combine contexts with CF. e.g., [30] proposes a social spatio-temporal PMF framework, which exploits things similarity and user similarity via modeling the social space, geographical space and things category space, to achieve recommendations. The others [31-33] employ neural networks to fuse contexts, such as, [33] proposes a multisource fusion recommendation model, which jointly considers user preference, geographical information, and social information modeled by performing network representation. However, the methods above only consider some intrinsic information or historical records and ignore the important real-time or instant information that could play an important role for recommendations in IoT. For example, a chef cooks in a restaurant during the day and in the kitchen at home at night, and in this situation, people have different spatiotemporal characteristics that change over time to time, and obviously, traditional recommendation systems fail to it.

B. Things Recommendation in IoT

Time is a critical factor in modeling recommenders, as data is changing from time to time, and some works [27,29,32,34,35] have shown the importance of temporal features for the improvement of the efficiency of the recommenders. In IoT, the growth of data is exponential, and they have obvious temporal features. Therefore, when modeling user preference, temporal information is essential. Recently, there are few works on things recommendation systems in IoT. Research [36] proposes a Trinity method, and the method constructs three categories of graphs related things from things usage records, namely, user-thing graph, time-thing graph, and location-thing graph, to mine possible user preference. The author in [37] presents a STUnion model, whose core work is two created graphs. One is the spatiotemporal graph that represents the relationships between users, things, time, and locations. Another is the social graph that indicates the social relationships of users. And the two graph relationships are used to model the user preferences on things with a linear combination. Recently, [38] proposes a time-aware smart thing recommendation model, which integrates user preferences and different social relationships between objects learned via graph embedding. And then, to capture more potential relationships between users and things, [39] models the influences of geographical, social, manufacturer, and economic factors on interactions and integrates them in the recommender system by deriving transition probabilities. These methods above take advantage of spatial information and temporal information in the recommenders. However, they are insufficient for real-time information. Compared with traditional web data, physical things and users are more dynamic in IoT, thus the recommendation model tailored to IoT should be able to adapt up-to-date information. Consequently, the paper focuses on achieving a real-time recommendation system in the paper, and proposes a things-recommendation method with multidimensional context embedding, which captures intrinsic information and instant information, to make more accurate recommendations.

III. MULTIDIMENSIONAL CONTEXT EMBEDDING FOR THINGS RECOMMENDATIONS

In this section, the paper develops a multidimensional context embedding framework fusing intrinsic information and instant information as Fig. 3 and gives the procedures in detail. The proposed framework employs the historical interactive records (data) between users and things to model user preference. Meanwhile, it captures the instant information on locations of users and states (availability) of things for fitting the historical user preference to make the most up-to-date recommendations. Specifically, the framework consists of four procedures: (1) problem definition and notations in the framework; (2) intrinsic information embedding model; (3) real-time information embedding model; (4) fused model.

![Fig. 3. Overview of the system framework.](image-url)
A. Problem Definition and Notations

Formally, a thing’s interactive record is created when a person interacts with a particular thing. Let \( U \) be a set of users, \( u_i \in U \), and \( T \) a set of things, \( t_j \in T \), and the record is represented as a pairwise \( r_{i,j}=(u_i, t_j) \), which forms a matrix \( r_{i,j} \in \mathbb{R}^{U \times |T|} \). Besides, for each record, some context information is considered, such as, temporal information that indicates when the interaction happens, and spatial information that indicates where the interaction happens, and the profiles of things that indicate the functions of things. Each record is a quadruple of User, Thing with a certain function, Timestamp, Location as the following definitions.

Definition 1 (Things Interactive Record) Let \( U=\{u_1, u_2, \ldots, u_m\} \), \( T=\{t_1, t_2, \ldots, t_n\} \), \( L=\{l_1, l_2, \ldots, l_p\} \), and \( I=\{i_1, i_2, \ldots, i_q\} \) represent the set of users, things, locations, and timestamps, respectively, where each \( t_j \) has a bag of keywords \( C_d \) indicating its function review. An interactive record of a thing \( t \) is denoted by \( h \in H=\{h_1, h_2, \ldots, h_N\} \), \( r \in U \times T \) \( u \in U \times t \in T \), \( l \in L \times r \in I \), indicating that user \( u \) uses thing \( t \) in the location \( l \) at timestamp \( r \).

Definition 2 (Three-Level Time Granularity) According to our life experiences, behaviors happen periodically in daily life. Specifically, people (users) may regularly stay at the workplace on weekdays and at the entertainment places or home on the weekends, namely, each user may have a different periodic behavior pattern on weekdays and weekends respectively. Let the temporal states \( \Gamma=\{\text{weekday, weekend}\} \). Furthermore, one day is divided into 24 hours, thus 2 \( \times \) 24 = 48 temporal units \( \Gamma \) can be obtained, and \( r \in \Gamma \in T \). The paper exploits the three types of time to learn the temporal features of interactions.

Definition 3 (Temporal-User-Thing Rating Matrix) In a record \( h \) is cyclical, therefore, matrix \( \mathbb{R}^{U \times |\Gamma|} \) is extended to \( \mathbb{R}^{U \times |\Gamma| \times |I|} \), \( r \in U \times t \in T \), \( r \in U \times \Gamma \in T \times I \). Note that due to location \( l \) with random and real-time, it is not suitable for merging into the matrix \( \mathbb{R}^{U \times |\Gamma| \times |I|} \) indicating the historical interaction records. Location \( I \) is a piece of instant information.

\( \mathbb{R}^{U \times |\Gamma| \times |I|} \) is a sparse matrix, and user historical preference is approximately expressed as \( \mathbb{R}^{U \times |\Gamma| \times |I|} \approx p_u^t q_{l,t}^r \), where \( p_u \) and \( q_{l,t}^r \) are the user latent k-dimensional vector and the thing latent k-dimensional vector at timestamp \( r \), respectively. The proposed framework is to predict the missing entities, and it will recommend the things with the bigger predicted ratings to given users. The major notations in the framework are summarized in Table I.

B. Intrinsic Information Embedding Model

When a user uses a specific thing, he/she mainly considers whether the functions of the thing can meet his/her needs or not. Therefore, the paper proposes an intrinsic information embedding model to represent the functional features of things as the low-dimensional vectors so that the model could learn the semantic relationships between things. The descriptions on things’ functions are captured from the textual content, and CNN is employed for intrinsic information embedding. More specifically, as Fig. 4 illustrates. Given a text with \( C_d \), each word \( c_i \) in \( C_d \) will be represented by an \( n \)-dimensional vector leveraging a non-static word embedding function. Supposing that there are \( N \) words in \( C_d \), an \( N \times n \) embedding matrix of \( C_d \) could be constructed, represented as:

\[
\Pi(C_d) = \Phi(c_1) \oplus \Phi(c_2) \oplus \cdots \oplus \Phi(c_N).
\]

where \( \Pi(C_d) \) indicates the \( N \times n \) embedding matrix of \( C_d \), and \( \Phi(c_i) \) is a word embedding function to map the \( c_i \) into an \( n \)-dimensional vector, and \( \oplus \) is the concatenation operator. The model inputs the word embedding into CNN, and uses convolution layers with filter windows of unigram, bigram and trigram, where the model applies a convolution operation to the inputs. Each convolution filter applies a filter \( f_j \) to a window of \( s \) words to generate a new feature \( z^k_j \):

\[
z^k_j = F(\Pi(C_d) * f_j + b_j),
\]

TABLE I. NOTATIONS IN THE FRAMEWORK

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( U, T, L, I )</td>
<td>user set, things set, location set, and timestamp set.</td>
</tr>
<tr>
<td>( i, t, r )</td>
<td>the timestamp, the temporal unit, and the temporal state, ( i \in \Gamma ).</td>
</tr>
<tr>
<td>( R_{u,t,i} )</td>
<td>temporal-user-thing rating matrix, ( u \in U \times t \in T ).</td>
</tr>
<tr>
<td>( p_u^t q_{l,t}^r )</td>
<td>user latent vector, thing latent vector at ( r ).</td>
</tr>
<tr>
<td>( k )</td>
<td>the dimension of the latent vector.</td>
</tr>
<tr>
<td>( g(u, l, r) )</td>
<td>the user-thing geographical relationship matrix.</td>
</tr>
</tbody>
</table>

Fig. 4. The representation learning model of the intrinsic information.
where \( F \) is the activation function, and inspiring by [40], in Eq. (2), Rectified Linear Units (ReLU) is used as the activation function. \( * \) is the convolution operation, and \( b_i \) is a bias term. Furthermore, the model sorts the biggest value from each feature map in the max-pooling layer:

\[
L_h = \{ \ell_1, \ell_2, ..., \ell_{n_f} \}, h \in \{1,2,3\}, (3)
\]

where \( \ell_j \) denotes the feature corresponding to filter \( \ell_j \), and there are \( n_f \) filters. For each \( \ell_j \):

\[
\ell_j = \max\{z^1_j, z^2_j, ..., z^{N-s+1}_j\}. (4)
\]

Afterward, the max-pooling layer \( L_1, L_2, \text{and} L_3 \) are concatenated:

\[
\mathcal{L} = L_1 \oplus L_2 \oplus L_3. (5)
\]

The model feeds \( \mathcal{L} \) obtained by max-pooling into the fully connected layer to integrate the intrinsic information embedding vector of the functional features of the thing \( t \):

\[
q^{\text{intrinsic}}_t = F(W^{\text{intrinsic}} \times L + B^{\text{intrinsic}}). (6)
\]

where \( W^{\text{intrinsic}} \) is the weight corresponding to \( \mathcal{L} \), and \( B^{\text{intrinsic}} \) denotes a bias term. \( W^{\text{intrinsic}}, B^{\text{intrinsic}} \) and other parameters in the model are trained together with McEMF via backpropagation. \( q^{\text{intrinsic}}_t \) is a high-level feature vector combining non-linearly \( n^{\text{intrinsic}}_t \) feature vectors of the thing’s functions.

C. Real-time Information Embedding Model

\( \mathcal{P}_t^{r} q_t \) could capture user preference features only based on the past interactive records and could not make use of some instant information to meet user real-time needs. To tackle the issue, the paper proposes an instant information embedding model for recommender in IoT. There are two main kinds of instant information in IoT, namely, two subproblems that need to be solved. One is the thing’s availability, which indicates a thing in use or not in use at timestamp \( t \), and that is because a thing could not be used by multiple users at the same time in general (e.g., Automatic Teller Machine, ATM). To address the subproblem, the paper firstly employs a particle filtering [41] to track the latest things’ availability and continuously refine the functions of things, obtaining the instant information embedding vector of the thing \( t \):

\[
q^{\text{instant}}_t \text{in} \mathcal{L} \times \text{dimensional features. Then } q^{\text{intrinsic}}_t \text{ and } q^{\text{instant}}_t \text{ are fused into a new } (n^{\text{intrinsic}} + n^{\text{instant}}) \text{-dimensional vector } V_{t,r}. (7)
\]

\[
V_{t,r} = q^{\text{intrinsic}}_t \oplus q^{\text{instant}}_t. (7)
\]

\( V_{t,r} \) is input into the fully connected layer to synthesize a high-level feature vector \( q^{r}_{t,r} \):

\[
q^{r}_{t,r} = F(W \times V_{t,r} + B). (8)
\]

where \( W \) is the weight corresponding to \( V_{t,r} \), inside layer, and \( B \) denotes a bias term and \( q^{r}_{t,r} \) is a high-level vector including the intrinsic functional features and instant functional features, indicating the real-time features of thing \( t \) at timestamp \( r \).

Another one is the users’ locations, which are used to measure the geographical relationships between users and things, and according to Tobler’s First Law of Geography [42]: “near things are more related than distant things”. Thus, users intuitively tend to use nearby things. To address this subproblem, the users’ locations \( l_p \) at timestamp \( r \) is tracked and the geographical relationships between users and things are computed as follows:

\[
D_r(u, t_r) = \begin{cases} 1, l_p \text{ and } l'_f \text{ in same region at } r \\ 1 + \frac{d(l_p, l'_f) + d(c(u), c(t))}{\min_{2x2}}, \text{otherwise} \end{cases} (9)
\]

where the paper partitions the regions based on the things’ coordinates (longitudes and latitudes). Each region has a region center, and when both user \( u \) and thing \( t_r \) are in the same region, they have the same region center, assuming the geographical relationship as 1. Otherwise, the paper computes the geographical relationship by leveraging two types of distances. \( d(l_p, l'_f) \) is the distance between user \( u \) and thing \( t \), and \( d(c(u), c(t)) \) corresponds to the distance between the region centers of user \( u \) and thing \( t \), and \( \min \) indicates the minimum distance between different region centers. Furthermore, the geographical influences \( g(u, t, r) \) is as follows:

\[
g(u, t, r) = \frac{1}{D(u, t, r)}. (10)
\]

D. Fused Model

In this section, the paper proposes a comprehensive framework based on MF with regularization (McEMF). The user real-time interactive preference \( y_{u,t,r} \) is used to be close to the historical interaction rating \( r_{u,t,r} \) for the user preference model. Moreover, the paper employs the Frobenius norm to fuse \( q^{r}_{t,r} \) into the framework for the influence of the functional features of things, and adopts the regularizations to avoid over-fitting. Specifically, the objective function is as follows:

\[
\mathcal{G} = \frac{1}{2} \sum_{u \in \mathcal{U}, t \in \mathcal{T}, r \in \mathcal{R}} (r_{u,t,r} - y_{u,t,r})^2 + \frac{\lambda_q}{2} \sum_{t \in \mathcal{T}} \sum_{r \in \mathcal{R}} \|q^{r}_{t,r} - q^{r}_{t,r}\|^2 + \frac{\lambda_p}{2} \sum_{u \in \mathcal{U}} \|p_u\|^2 + \frac{\lambda_v}{2} \sum_{t \in \mathcal{T}} \sum_{r \in \mathcal{R}} \|q^{r}_{t,r}\|^2, (11)
\]

where \( \lambda_q \) is a trade-off parameter, which balances the importance between the user preference model and the real-time functional features of things. When \( \lambda_q \) is equal to zero, the objective function ignores the influence of the functional features, and a bigger \( \lambda_q \) means that \( q^{r}_{t,r} \) is closer to \( q^{r}_{t,r} \). \( \lambda_p \) and \( \lambda_v \) are the regularization coefficients. When \( \lambda_p \) and \( \lambda_v \) are limited to zero, the objective function tends to over-fit the training dataset, and when \( \lambda_p \) and \( \lambda_v \) approach to infinite, it tends to under-fitting. For the framework optimization, the paper uses gradient descent in \( u \) and \( t \) to find a minimum of
the objective function as follows:

\[ u \leftarrow u - \delta \cdot \frac{\partial g}{\partial u} \]  \hspace{1cm} (12)

and

\[ t \leftarrow t - \delta \cdot \frac{\partial g}{\partial t} , \]  \hspace{1cm} (13)

where \( \delta \) is the learning rate. After optimizing the framework, the user personalized preferences on things in real-time could be found by computing the rating given the interactive records, intrinsic information embedding, and instant information embedding. Then a recommendation list is constructed via sorting the rating for each user at a specific time period.

Time complexity analysis: The time complexity analysis of the framework is divided into three parts. The first one is the time for updating the user and thing latent vectors, which takes \( O(k2|R|+k3(|U|+|T|)) \). The second one is the time for updating a CNN embedding things’ information, and the complexity is \( O(nf \times N \times n \times |T|) \). The third one is the time complexity for updating a fully connected layer, which takes \( O(nf \times N \times n \times |T|) \). The second one is the time for updating the user and thing latent vectors, which takes \( O(k2|R|+k3(|U|+|T|)) \). The third one is the time period.

IV. EXPERIMENTS

A. Experimental Setup

1) Dataset: The paper leverages CASAS datasets, which are augmented with the dataset as in [36, 37] collected from a smart home environment for a period of four months. The environment contains six diverse categories: entertainment, office, cooking, transportation, medical, and house appliances. And the users with less than 10-time records and things that are used less than five times are eliminated to reduce abnormal data. To the end, these datasets contain 1020 users, 855 things, and 108650 interactive records, illustrated in Table II. The paper separates the data into 8:2 ratio as training data and testing data, respectively. Then, some abnormal data filtered out is selected to validate the proposed model on the cold-start problem.

<table>
<thead>
<tr>
<th>TABLE II. STATISTICS OF THE DATASET</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dataset</td>
</tr>
<tr>
<td>CASAS</td>
</tr>
</tbody>
</table>

2) Evaluation metrics: As the proposed model generates a recommendation list for each user in real-time, the users will receive different recommendation results at different time period. The recommendation list is denoted as \( Y_i = \{y_{i1}, y_{i2}, \ldots, y_{ik}\} \), where \( y_{ij} \) is the \( j \)-th recommended thing in terms of the rating and \( i = (u, r) \). Therefore, the paper evaluates the proposed model via leveraging two ranking-based metrics: Recall@K and mean reciprocal rank (MRR).

Recall@K means the proportion of the things related to the ground-truth things in the top-K recommendation results. The Recall@K is defined as:

\[ \text{Recall}@K = \frac{1}{|S_{test}|} \sum_{i=1}^{|S_{test}|} \frac{|R_i \cap |R_i|_i|}{|R_i|} , \]  \hspace{1cm} (14)

where \( R_i \) is the ground-truth things, and \( S_{test} \) represents the testing dataset, \( R_i \in S_{test} \).

MRR is a metric for ranking position. It refers to that in the recommendation list, the more things related to the ground-truth things are ranked in the front, the better the recommendation results are. MRR is defined as:

\[ \text{MRR} = \frac{1}{|S_{test}|} \sum_{i=1}^{|S_{test}|} \frac{1}{\text{rank} i} , \]  \hspace{1cm} (15)

where \( \text{rank} i \) means the ranking position of the relevant thing in \( Y_i \) found together from \( R_i \) and \( Y_i \) for the first time.

3) Baseline methods: To evaluate the performance of the proposed model, the paper selects the following classical and state-of-the-art methods as the baseline methods:

MF: A classical and popular collaborative filtering method for things of interest recommendation.

STUnion [37]: The method uses the context information to create a spatiotemporal graph and a social graph, which are linearly combined to model the user preference things.

KGE[39]: The method proposes to fuse various things social relationships via graph embedding for enhancing user preference predictions.

SORec[40]: The method proposes to represent richer relationships between users and things by contexts and integrate them in the recommender system.

McEMF: The proposed method.

4) Parameter settings: In McEMF, there are four set parameters, including \( \lambda_q, \lambda_p, \lambda_v \), and \( \delta \). The paper uses the grid search method to adjust the parameters and finally sets \( \lambda_q = 1 \), regularization coefficients \( \lambda_p = \lambda_v = 0.1 \), and \( \delta = 0.01 \). In other compared baseline methods, the paper tries the best to ensure that their parameters are consistent with the original papers.

B. Discussion of Baselines

To further elaborate on the contributions and innovations of McEMF, the paper shows the difference between baselines as Table III illustrated. MF is a classical and popular collaborative filtering method without fusing any contexts, and it could only depend on the historical interactions to learn user preferences, which fails to overcome the data sparsity and meet users’ real-time demand. The others, such as STUnion, KGE, and SORec, consider intrinsic context factors like spatiotemporal and social information etc, however, they ignore the instant information that can indicate users’ real-time demands and fail to achieve the best things recommendation under different scenarios and time. The specific performance evaluation is given in the next section.

C. Experimental Results

Firstly, the paper evaluates the performance of all methods with top-5 recommendation things in different dimensions, \( k=\{5, \ 10, 20, 40\} \). The results are shown in Table IV. McEMF
outperforms all other baselines on both Recall@5 and MRR. Specifically, the popular STUnion, KGE, SORec, and the proposed McEMF are superior to the classical MF. Besides, McEMF achieves 51.12% improvement over MF. When $k$ is smaller, the performance of STUnion, KGE, SORec, and McEMF is closer, however, when $k$ is bigger and $k=20$, the other baselines are inferior to McEMF, obviously. The reason is that McEMF naturally integrates more real-time information into the recommender system, such as the real-time geographical relationships and the real-time availability of things, which play an important role in things of interest recommendation in IoT. There is little difference between KGE and SORec, because both of them fuse multiple intrinsic context information. It can observe that McEMF achieves the best performance when $k=20$, hence let $k=20$ in the next experiments.

Then, the paper evaluates the performance of all methods with top-$K$ recommendation things in the dimension $k=20$. The results are illustrated in Table V. From the results, it can observe that the longer recommendation lists recommenders give, the higher recall recommenders can achieve. McEMF observes that the longer recommendation lists recommenders reach a certain length there is little difference in user preferences for things at the end of the lists when the recommended lists reach a certain length.

Furthermore, the paper evaluates the performance of the proposed McEMF for the cold-start problem. The paper adopts the eliminated data, where the number of the interactive records of a user is $n=\{1, 3, 5\}$. The results are shown in following Table VI. Obviously, for the cold-start problem, McEMF has outstanding advantages compared with other baselines, which benefits from real-time information embedding. In particular, when $n=1$, McEMF achieves 32.79% improvement over SORec, respectively. MF that ignores the context information is the worst among all methods.

| TABLE III. THE DIFFERENCE BETWEEN BASELINES |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| Methods         | Social          | Spatiotemporal  | Content         | Users’ states   | Things’ states  |
| MF              | √               | √               |                 |                 |                |
| STUnion         | √               |                 |                 |                 |                |
| KGE             | √               |                 |                 |                 |                |
| SORec           | √               |                 | √               |                 |                |
| McEMF           | √               |                 | √               | √               | √              |

| TABLE IV. TOP-5 RESULTS OF RECOMMENDATIONS IN DIFFERENT DIMENSIONS |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| $k$             | metrics         | MF              | STUnion         | KGE             | SORec          | McEMF          |
| 5               | Recall@5        | 0.2524          | 0.3505          | 0.3603          | 0.3617         | 0.3603         |
|                 | MRR             | 0.1552          | 0.2310          | 0.2412          | 0.2489         | 0.2416         |
| 10              | Recall@5        | 0.2546          | 0.3505          | 0.3603          | 0.3617         | 0.3623         |
|                 | MRR             | 0.1587          | 0.2310          | 0.2412          | 0.2489         | 0.2485         |
| 20              | Recall@5        | 0.2581          | 0.3505          | 0.3603          | 0.3617         | 0.3705         |
|                 | MRR             | 0.1601          | 0.2310          | 0.2412          | 0.2489         | 0.2596         |
| 40              | Recall@5        | 0.2577          | 0.3505          | 0.3603          | 0.3617         | 0.3690         |

Next, the paper examines the sensitivity of McEMF to parameters $\lambda_q$, $\lambda_p$, and $\lambda_v$. The paper conducts three sets of experiments. Fig. 5 shows that the performance is changing with $\lambda_q$ when fixing $\lambda_p = \lambda_v = 0.1$. It can observe that the performance is sensitive to $\lambda_q$. At first, Recall@5 and MRR are increasing with $\lambda_q$ and then decreasing after $\lambda_q = 1$. Therefore, it is believed that $\lambda_q = 1$ is the optimal setting. When $\lambda_q$ is smaller, McEMF will degenerate into the classical MF as expected. Fig. 6 shows that the performance is changing with $\lambda_p$ when fixing $\lambda_q = 1$ and $\lambda_v = 0.1$. It can observe that both Recall@5 and MRR achieve the best performance somewhere near $\lambda_p = 0.1$. Fig. 7 illustrates that the performance is changing with $\lambda_v$ when fixing $\lambda_q = 1$ and $\lambda_p = 0.1$. It can observe that both Recall@5 and MRR achieve the best performance somewhere near $\lambda_v = 0.1$.

To evaluate the impact of the instant contextual embedding and the intrinsic information embedding to the proposed McEMF, the paper excludes the intrinsic information embedding from the model, denoted as McEMF/intrinsic, the instant contextual embedding from the model, denoted as McEMF/instant, and both the instant contextual embedding and the intrinsic information embedding from the model, denoted as McEMF/instant_intrinsic, respectively. The comparison results are shown in Fig. 8. McEMF outperforms McEMF/intrinsic, McEMF/instant, and McEMF/instant_intrinsic, which indicates both the instant contextual embedding and the intrinsic information embedding effectively promote the recommendation effects. Furthermore, McEMF/intrinsic is superior to McEMF/instant, which implies that the real-time information play a more important role than the intrinsic information in IoT scenarios.

| TABLE V. TOP-K RESULTS OF RECOMMENDATIONS IN THE DIMENSION $K=20$ |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| metrics         | MF              | STUnion         | KGE             | SORec          |
| Recall@1        | 0.0324          | 0.1206          | 0.1420          | 0.1429         |
| MRR             | 0.0175          | 0.0797          | 0.1248          | 0.1250         |
| Recall@5        | 0.2581          | 0.3505          | 0.3603          | 0.3617         |
| MRR             | 0.1601          | 0.2310          | 0.2412          | 0.2489         |
| Recall@10       | 0.3150          | 0.4442          | 0.4748          | 0.4756         |
| MRR             | 0.2364          | 0.3526          | 0.3665          | 0.3666         |
| Recall@20       | 0.3345          | 0.4608          | 0.4893          | 0.4897         |
| MRR             | 0.2555          | 0.3687          | 0.3815          | 0.3820         |

| TABLE VI. GIVEN-N RESULTS OF RECOMMENDATIONS IN THE DIMENSION $K=20$ |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| $n$             | metrics         | MF              | STUnion         | KGE             | SORec          |
| 1               | Recall@5        | 0.0096          | 0.0305          | 0.0770          | 0.0766         |
|                 | MRR             | 0.0042          | 0.0210          | 0.0489          | 0.0482         |
| 3               | Recall@5        | 0.0131          | 0.0354          | 0.0805          | 0.0800         |
|                 | MRR             | 0.0079          | 0.0253          | 0.0525          | 0.0511         |
| 5               | Recall@5        | 0.0168          | 0.0465          | 0.1062          | 0.1053         |
|                 | MRR             | 0.0102          | 0.0313          | 0.0867          | 0.0856         |
The user-thing interactions in real IoT scenarios are dynamic and sparse, which is a challenge for things of interest recommendations. To solve the challenge, the paper proposes a recommendation model with multi-dimensional context embedding, which learns the user preferences in real-time by fusing the instant information and the intrinsic information into the matrix factorization framework. In the proposed model, the paper employs CNN to model the functional features of things. As conventional rating matrices fail to represent the temporal features, the paper proposes a temporal-user-thing rating matrix, which is used to model user preference via integrating the instant geographical information. The paper evaluates the performance of the proposed model through experiments on real-world IoT datasets. The paper compares the model with other state-of-the-art methods on three sets of experiments, as Table III, Table IV, and Table V. The results demonstrate that the effectiveness and efficiency of the proposed model.
Though the proposed model achieves an improvement for things recommendations in IoT, its performance is still limited by the interaction data sparsity. Therefore, the future work will focus on investigating a novel method against data sparsity.
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