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Abstract—Feature selection (FS) is an essential classification 

pre-processing task that eliminates irrelevant, redundant, and 

noisy features. The primary benefits of performing this task 

include enhanced model performance, reduced computational 

expense, and modified “curse of dimensionality”. The goal of 

performing FS is to find the best feature group that can be used 

to build an effective pattern recognition model. Drug reviews 

play a significant role in delivering valuable medical care 

information, such as the efficacy, side effects, and symptoms of 

drug use, facilities, drug pricing, and personal drug usage 

experience to healthcare providers and patients. FS can be used 

to obtain relevant and valuable information that can produce an 

optimal subset of features to help obtain accurate results in the 

classification of drug reviews. The FS approach reduces the 

number of input variables by eliminating redundant or irrelevant 

features and narrowing the collection of features to those most 

significant to the machine learning model. However, the high 

dimensionality of the feature vector is a major issue that reduces 

the accuracy of sentiment classification, making it challenging to 

find the best feature subset. Thus, this article presents a 

perceptive method to perform FS by gathering information from 

the potential solutions generated by a particle swarm 

optimization (PSO) algorithm. This research aimed to apply this 

algorithm to identify the optimal feature subset of drug reviews 

to improve the classification accuracy of sentiment analysis. The 

experimental results showed that PSO provided a better 

classification performance than a genetic algorithm (GA) and ant 

colony optimization (ACO) in most datasets. The results showed 

that PSO demonstrated the highest levels of performance, with 

an average of 49.3% for precision, 73.6% for recall, 59% for F-

score, and 57.2% for accuracy. 
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I. INTRODUCTION 

As the world becomes increasingly digitised, there is a 
growing need for the automation of various processes. One 
area that has experienced significant expansion is sentiment 
analysis, which is a crucial component of natural language 
processing. Sentiment analysis involves identifying the 
emotional responses elicited by a given text. One area where 
sentiment analysis has proven useful is in the analysis of drug 
reviews [1]. Sentiment analysis can identify the overall 
sentiment of a drug review, which can help healthcare 
providers understand the effectiveness and side effects of a 
given drug. However, a significant challenge in sentiment 
analysis is figuring out which features, or aspects of a text are 
essential in determining the sentiment. Feature selection (FS) 
involves identifying a relevant subset of features from a larger 

set of potential features [2], [3]. By decreasing the number of 
features, FS can enhance the accuracy and efficiency of a 
sentiment analysis model [4], [5]. 

Particle Swarm Optimization (PSO) is a well-known 
optimization algorithm commonly used in FS due to its ability 
to simulate the behaviour of a swarm of particles. Each particle 
represents a possible solution to an optimization problem, and 
they interact with each other as they move through a solution 
space in search of the optimal solution [6], [7]. PSO is a 
suitable method for feature selection in sentiment analysis, as it 
can determine the optimal feature subset to maximise the 
model’s accuracy [8]. The features to be selected must be 
encoded as binary values, with 1 indicating their inclusion in 
the subset and 0 indicating their exclusion. 

The PSO algorithm commences the optimization process 
by randomly assigning a set of particles to represent feasible 
feature subsets to form a swarm. The fitness value of each 
particle is then calculated by evaluating the accuracy of the 
sentiment analysis model with its corresponding feature set. 
Subsequently, the particles navigate through the solution space, 
influenced by their individual best position (pbest) and the best 
position of the swarm (gbest). This iterative process persists 
until a pre-defined termination criterion is reached, such as 
reaching a maximum number of iterations, or a specific level of 
accuracy [6], [9]. Once the PSO algorithm has identified the 
optimal subset of features, the sentiment analysis model can be 
trained using only these features, which would result in a more 
efficient and accurate model. Thus, utilising PSO for FS in a 
sentiment analysis of drug reviews can enhance the accuracy 
and efficiency of the model, ultimately leading to a more 
comprehensive understanding of the effectiveness and side 
effects of reviewed drugs. 

This study aimed to utilise PSO as part of a feature 
selection method to identify an optimal set of features in drug 
review datasets that can enhance the classification accuracy. 
The use of PSO for FS has been demonstrated to be effective in 
identifying relevant and non-redundant subsets of features that 
can enhance the performance of machine learning algorithms 
[10], [11]. The results of these studies showed that PSO 
outperformed two algorithms by demonstrating the highest 
level of performance. The application of PSO in drug review 
datasets can uncover feature subsets that can enhance the 
accuracy of sentiment analysis models. This achievement can 
ultimately lead to a deeper comprehension of the efficacy and 
adverse reactions of various drugs. The experimental results 
indicated that PSO possessed the capability to produce high-
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quality feature subsets, which increased the classification 
accuracy of the sentiment analysis model. 

This article begins with an introduction to the background 
of this study, leading to a clear overview of the conducted 
experiments. The main body of this article is divided into 
several sections, with each section focusing on a specific topic, 
such as literature reviews, related works, brief explanation on 
PSO, research methodology, experimental setup, and analysis 
of results. Within each section, subtopics are introduced to 
offer explanations, support evidence, examples, and analysis. 
The conclusion section summarises the main points, restates 
the experiments, and ends with a concluding statement or call 
to action. The reference section is included to list the sources 
used in this article. 

II. LITERATURE WORK 

A. Sentiment Analysis 

Sentiments can be defined as an individual’s attitude or 
belief that are often influenced by emotions rather than logical 
reasoning. Therefore, the process of analysing opinions is also 
commonly known as sentiment analysis, which aims to extract 
subjective information from various sources, such as speech, 
text, tweets, and databases [12]. Sentiment analysis involves 
using Natural Language Processing (NLP) techniques to 
automatically detect emotions, perspectives, opinions, and 
attitudes that are expressed in texts and to categorise them 
either as neutral, positive, or negative [13]. According to [14], 
sentiment analysis can be applied to social media and medical 
records to acquire information on the effectiveness of medical 
treatments or medications. By analysing public archives and 
social media posts, specific adverse effects of drugs can be 
identified more efficiently, leading to potential benefits for the 
pharmaceutical industry in terms of pharmacovigilance [15]. 
Thus, sentiment analysis can be used to extract information 
that can assist in making accurate judgments regarding public 
health and substance safety. Machine Learning and Lexicon-
based approaches are commonly used in sentiment analysis. 

Lexicon-based methods primarily depend on a sentiment 
vocabulary, or a set of well-known and precompiled emotional 

words, sentences, and idioms, which is created for 
conventional communication categories [16]. The Machine 
Learning (ML) approach relies on the quantity of labelled data 
marked by specialists to train a classification [2]. ML can be 
divided into two categories, namely, supervised and 
unsupervised methods. An appropriate collection of features 
must be selected and retrieved to identify sentiments in order to 
improve the performance of these approaches [17]. The 
analysis of sentiments using machine learning was the focus of 
this study. 

B. Drug Reviews 

In recent years, there has been a significant surge in the 
number of social networks dedicated to discussing health-
related matters. This has led to a substantial increase in the 
availability of healthcare information in the form of drug 
reviews on the Internet [18]. According to [15], Drugs.com is 
the biggest and most viewed medicinal information website 
that serves customers among the public and healthcare experts. 
According to [18], a substantial number of drug reviews has 
been created and published through various healthcare and 
drug-related online platforms, including AskaPatient and 
Drugratingz, where users express their first-hand experiences 
and reactions to various medications. 

Drug reviews are written evaluations of numerous drugs by 
users based on their personal experiences and preferences [19]. 
Drug reviews can also be described as an individual’s 
impressions regarding several drug-related fields, such as 
efficacy, adverse effects, convenience, and value [14]. These 
reviews offer abundant data that can be utilised to make 
informed decisions concerning public health and medication 
safety [20]. 

III. RELATED WORKS 

This section presents related studies on sentiment analysis 
of drug reviews. Table I shows an extended summary of related 
studies based on the techniques used in the sentiment analysis 
of drug reviews [20]. 

TABLE I.  RELATED STUDIES ON TECHNIQUES USED IN SENTIMENT ANALYSIS OF DRUG REVIEWS 
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IV. PARTICLE SWARM OPTIMIZATION 

The study [21] first proposed Particle Swarm Optimization 
(PSO) in 1995. It is a stochastic optimization method for a 
population that takes its cue from the cooperative nature of 
flocking birds [22]. As stated by [6], PSO is an algorithm for 
population-based optimization that simulates the social 
interaction and communication among groups of animals, such 
as flocks of birds or schools of fish [39]. 

In PSO, each particle represents a candidate solution to the 
optimization problem. This set of particles will move through a 
search space in search of the optimal solution. Each particle 
has a position and a velocity, and the goal is to find the optimal 
position in the search space that minimises or maximises an 
objective function [23]. 

At each iteration of the algorithm, the particles will adjust 
their position and velocity based on their own best-known 
position (i.e., the best solution they have found so far) and the 
best-known position of the entire swarm (i.e., the best solution 
found by any particle in the swarm). This is done using a set of 
mathematical equations that determine each particle’s new 
position and velocity. This process will continue until a 
stopping criterion is met, such as the maximum number of 
iterations or a satisfactory level of convergence. The final 
position of the particles represents the optimal solution to the 
optimization problem [23]. 

The PSO version employed in this study is represented by 
the equation in Fig. 1. Learning rates c1 and c2 are positive 
constants, r1 and r2 are random numbers in the range of 0 to 1, 
and Pi, Xi, and Vi represent the swarm’s best previous 
location, the particle’s current position, and the rate of change 
of position (velocity), respectively, for a D-dimensional 
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problem space at iteration t. Additionally, w indicates the 
inertia weight, g represents the best particle among all particles 
in the population, and Vmax is the maximum velocity for the 
particles in each dimension. Vmax is applied, if the total 
number of elements on the right side of the equation exceeds a 
predetermined fixed value. 

 
Fig. 1. Particle swarm optimization equation. 

V. METHODOLOGY 

This section presents a summary of the methodology used 
to conduct sentiment analysis of drug reviews using PSO for 
feature selection, as illustrated in Fig. 2. 

A. Data Cleaning and Pre-processing 

Prior to analysing the collected text data, data cleaning and 
text pre-processing steps were implemented to obtain 
satisfactory results. Data pre-processing involved the removal 
of words that did not help convey the meaning of the text, or 
were deemed unnecessary, thereby, enhancing the efficacy of 

the search for valuable words in each sentence [4]. To create a 
standardised dataset, several pre-processing techniques were 
applied, including correcting misspelled words, tokenisation, 
removing stop words, segmentation, and part-of-speech 
tagging. 

Datasets to be analysed need to undergo pre-processing 
because reviews are typically written by non-experts in the 
field of language and could contain various errors, such as 
spelling mistakes, incorrect use of capital letters, punctuation 
errors, and grammatical errors. These errors can negatively 
impact the accuracy and effectiveness of sentiment analysis 
models, which rely on clean and standardised datasets. By 
applying pre-processing techniques, the datasets can be cleaned 
and standardised to make them more suitable for sentiment 
analysis [4], [24]. 

In this study, drug review datasets were cleaned and pre-
processed by excluding all blank reviews, HTML tags, and 
spacing. Capitalisation of words and punctuations were 
verified, words were checked for errors, such as grammar and 
spelling, and paragraphs were segmented into sentences. This 
process was performed using Microsoft Word and Microsoft 
Excel software. Fig. 3 shows an example of the reviews before 
and after undergoing the cleaning and pre-processing process. 

 

Fig. 2. The methodology of the study. 

 
Fig. 3. An example of a cleaned and pre-processed review. 
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The figure shows a sentence that contains HTML code 
syntax “&#039;,” which represents the apostrophe symbol. 
This syntax was removed and replaced with the full-form 
word. There were also capitalisation errors, such as “NO” and 
“Side Effect,” as well as a spelling error in the word “Efffect,” 
with an extra “f”. After completing the cleaning process, part-
of-speech tagging was conducted on each sentence to identify 
the features and sentiment words in the text. 

B. Feature Extraction and Sentiment Word Identification 

The identification of pertinent information from textual 
data through feature extraction is of utmost importance in 
sentiment classification, as it can inevitably affect the model’s 
performance [25]. The extraction of important terms from a 
dataset is known as feature extraction [24]. This approach 
seeks to select significant data that encompass the most 
important features of the text [25]. This study employed the 
TextBlob library, which is a Python-based tool that utilises the 
Natural Language Toolkit (NLTK) to conduct Natural 
Language Processing (NLP) tasks and to evaluate sentiment 
polarity. The library’s noun phrase extraction capabilities and 
sentiment analyser were used to extract all feature and 
sentiment words from the datasets. 

C. Feature Selection 

The first step in constructing a classification model is to 
detect relevant features within the dataset [2], [21]–[23]. The 
extracted features would then undergo data transformation 
from text data into feature vectors. Sentiment analysis is 
utilised for its emphasis on text documents, since a classifier 
cannot understand or interpret a text directly. 

Consequently, it is necessary to transform textual 
documents into a format recognisable by a computer, with the 
Vector Space Model being the preferred technique to 
accomplish this. Term frequency-inverse document frequency 
(TF-IDF) was used in this study, as it is one of the most basic 
methods of conveying features through term count [26]. This 
model employed a vector space representation of the 
documents in the dataset, wherein the dimensions of the vector 
corresponded to the features selected from the dataset [27]. The 
data objects can be expressed as feature vectors in the feature 
space. Feature selection will then identify and remove non-
essential features from a set of features to improve the 
classification accuracy, while reducing the feature space 
dimensionality [28]. In this study, PSO was chosen as a feature 
selection method to obtain the optimum subset of features. 

D. Sentiment Classification 

Sentiment classification is a crucial subfield of sentiment 
analysis, which entails the identification and categorisation of 
emotions conveyed in a textual data, including reviews and 
tweets. The primary objective of sentiment classification is to 
classify texts into various categories based on their subjective 
information, which typically include positive and negative 
sentiments [29]. In this study, feature and sentiment words 
were obtained feature extraction and sentiment word 
identification section. They underwent manual reviews in 
conjunction with the datasets to ascertain their conformity with 
the contextual information presented in the data collection. 

E. Testing and Evaluation 

The testing and evaluation procedure involved measuring 
how well the feature and sentiment words were related to one 
another. This procedure was performed to evaluate the ability 
of the proposed algorithm to detect and acquire dependable 
features along with correct sentiments. The efficacy of the 
proposed method is evaluated based on the following four 
metrics: precision, recall, F1-score, and accuracy using the 
measures shown in Table II: 

 True Positive (TP) denotes correctly identified positive 
reviews. 

 True Negative (TN) denotes correctly identified 
negative reviews. 

 False Positive (FP) denotes positive reviews incorrectly 
identified as negative. 

 False Negative (FN) denotes negative reviews 
incorrectly identified as positive. 

TABLE II.  CONFUSION MATRIX 

 Predicted Positive Predicted Negative 

Actual Positive TP FN 

Actual Negative FP TN 

Precision = TP ÷ (TP + FP)          (1) 

Recall = TP ÷ (TP + FN)           (2) 

F1 = (2 × Precision × Recall) ÷ (Precision + Recall)   (3) 

Accuracy = (TP + TN) ÷ (TP + TN + FP + FN)      (4) 

VI. EXPERIMENTS 

This section summarises the drug review datasets obtained 
from the University of California Irvine (UCI) machine 
learning repository, along with the methodology employed for 
feature selection. Specifically, this study has introduced PSO as 
the primary feature selection technique, with Ant Colony 
Optimization (ACO) and Genetic Algorithm (GA) as the 
benchmarks. 

A. Datasets 

In this study, 1,229 drug reviews from druglib.com were 
analysed for several conditions, such as diabetes, high blood 
pressure, heart attack, etc. The datasets contained patient 
feedback on medications, information on associated conditions, 
and a patient rating of 10 stars, which reflected the overall 
patient happiness. Data were gathered by crawling the 
pharmaceutical review website, Drugs.com. The datasets 
utilised in this study were stratified into two distinct polarity 
levels based on review ratings, namely, positive (class 1, rating 
≥ 5) and negative (class -1, rating ≤ 5), as previously defined in 
[30]. These datasets comprised a total of 719 positive reviews 
and 509 negative reviews, representing a valuable resource for 
training and evaluating sentiment classification models. These 
datasets were then divided into 10 sets. The first set includes 
10% of the overall features, while the second set contains 20% 
and so on, as shown in Table III. Using a stratified random 
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sampling method, 70% and 30% of the datasets were put aside 
for training and testing. 

The distribution of the two classes is illustrated in Fig. 4, 
with approximately 41% of the reviews having a negative 
polarity (class -1) and 59% having a positive polarity (class 1). 

 

Fig. 4. Class distribution of drug review datasets. 

B. Baseline Algorithms 

Due to their proven effectiveness in improving the 
performance of sentiment analysis [31]–[33], the ACO and GA 
were chosen as the baseline algorithms for the PSO algorithm 
in this study. The aim was to compare the performance of PSO 
against these algorithms in identifying an optimal feature 
subset for the sentiment analysis of drug reviews. 

TABLE III.  SUMMARY OF TOTAL FEATURES AND REVIEWED SENTENCES 

IN EACH DRUG REVIEW DATASET 

Dataset Total Features Total of Reviewed Sentences 

Set 1 83 398 

Set 2 167 583 

Set 3 250 762 

Set 4 334 923 

Set 5 417 1030 

Set 6 501 1135 

Set 7 584 1231 

Set 8 668 1329 

Set 9 751 1417 

Set 10 835 1506 

C. Experimental Setups 

The aim of the present study was to evaluate the efficacy of 
the proposed algorithm through a series of experiments 
designed to compare its performance with existing algorithms 
in the field. The experiments were conducted on a computer 
system equipped with an Apple M2 processor and 16 GB of 
RAM, which provided sufficient computational power and 
memory capacity to perform the required tasks. The high 
processing power and ample memory capacity of this machine 
facilitated the efficient execution of experiments and reliable 
collection of data. The proposed PSO algorithm was 
implemented using Python and was run on the Jupyter 
Notebook, while the ACO and GA algorithms were executed 
using an established algorithm in WEKA on the same machine. 

TABLE IV.  PSO PARAMETER SETTING 

Parameter Value 

Acceleration Coefficients, c1 & c2 2 

Inertial weight, w 1 

Population Size 20 

Iteration 20 

Fitness 1 

Table IV lists the PSO parameters that have been employed 
to identify the optimal parameter configuration that would 
yield a sentiment analysis model with superior performance 
based on the test set. The testing was performed to evaluate the 
ability of the PSO algorithm to produce a feature subset that 
was both significant and non-redundant, aiming to determine 
the most optimal feature set. The effectiveness of the proposed 
algorithm was measured using several performance metrics, 
namely, precision, recall, accuracy, and F-score, as elaborated 
in testing and evaluation section. 

VII. ANALYSIS OF RESULTS 

This section presents the outcomes of utilising the PSO 
algorithm for feature selection of a drug review dataset. Its 
performance was compared with the performance of the ACO 
and GA. The purpose of this research was to evaluate the 
effectiveness of PSO in identifying a relevant and non-
redundant feature subset that could improve the performance of 
the sentiment analysis model. To achieve this objective, 
accuracy, precision, recall, and F-score were used as 
performance metrics to assess the quality of the outputs 
generated by each algorithm. 

Table V presents the experimental outcomes of the 
proposed PSO algorithm, along with the compared algorithms 
(ACO and GA) based on the performance metrics (precision, 
recall, F-score, and accuracy). These results indicated that PSO 
outperformed ACO and GA in most of the datasets, with an 
average of 49.3% for precision, 73.6% for recall, 59% for F-
score, and 57.2% for accuracy. 

Fig. 5 to Fig. 9 show the performance evaluation of PSO 
compared to ACO and GA for feature selection in sentiment 
analysis based on precision, recall, F-score, and accuracy. The 
results showed that PSO outperformed both ACO and GA in 
terms of the average precision, recall, F-score, and accuracy. 
The average precision of PSO was 49.3%, which was higher 
than ACO with 46.4% and GA with 46.2%. Similarly, the 
average recall of PSO was 73.6%, which was higher than ACO 
with 71.5% and GA with 70.5%.  

The experimental results listed in Table VI show that PSO 
has selected a higher number of features on average (197) 
compared to ACO (111) and GA (112). The table also shows 
that PSO was more efficient in selecting relevant features, as 
evidenced by its superior performance in terms of precision, 
recall, F-score, and accuracy. Therefore, the higher number of 
selected features by PSO can be attributed to its ability to 
identify and retain more relevant features, which ultimately 
improved its classification performance. 
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TABLE V.  THE RESULTS OF ACO, GA, AND PSO BASED ON PERFORMANCE METRICS (PRECISION, RECALL, F-SCORE, AND ACCURACY) ON DRUG REVIEW 

DATASETS 

Dataset 
Precision Recall F-Score Accuracy 

ACO GA PSO ACO GA PSO ACO GA PSO ACO GA PSO 

Set 1 42.9 46.7 49.4 60.0 68.3 71.7 50.0 55.4 58.5 53.8 53.6 55.8 

Set 2 48.7 43.6 45.3 75.3 64.1 73.8 59.2 51.9 56.1 57.9 51.6 53.4 

Set 3 49.2 43.8 47.1 75.3 68.4 70.2 59.5 53.4 56.4 58.4 51.2 57.2 

Set 4 44.5 49.2 51.2 70.1 71.3 75.7 54.4 58.2 61.1 53.4 54.9 56.9 

Set 5 48.4 44.5 48.9 74.8 72.0 72.5 58.7 55.0 58.4 54.2 50.8 56.8 

Set 6 44.5 46.2 49.8 72.6 72.2 75.6 55.2 56.3 60.1 52.4 52.7 57.7 

Set 7 50.2 51.8 51.7 71.6 73.7 74.1 59.1 60.8 60.9 56.8 58.9 58.9 

Set 8 45.1 43.2 52.4 72.4 68.3 73.1 55.5 52.9 61.0 54.0 51.9 58.9 

Set 9 43.3 45.5 48.2 70.9 73.6 74.9 53.8 56.2 58.7 51.3 55.2 57.6 

Set 10 47.5 47.4 49.0 72.4 72.9 74.8 57.3 57.5 59.2 54.4 54.9 59.1 

Average 46.4 46.2 49.3 71.5 70.5 73.6 56.3 55.8 59.0 54.7 53.6 57.2 

TABLE VI.  AVERAGE PERFORMANCE AND SELECTED FEATURES FOR ACO, GA, AND PSO ON DRUG REVIEW DATASETS 

Dataset 
Precision Recall F-Score Accuracy Number of features 

ACO GA PSO ACO GA PSO ACO GA PSO ACO GA PSO ACO GA PSO 

Set 1 42.9 46.7 49.4 60.0 68.3 71.7 50.0 55.4 58.5 53.8 53.6 55.8 8 9 26 

Set 2 48.7 43.6 45.3 75.3 64.1 73.8 59.2 51.9 56.1 57.9 51.6 53.4 30 38 56 

Set 3 49.2 43.8 47.1 75.3 68.4 70.2 59.5 53.4 56.4 58.4 51.2 57.2 29 38 97 

Set 4 44.5 49.2 51.2 70.1 71.3 75.7 54.4 58.2 61.1 53.4 54.9 56.9 73 83 135 

Set 5 48.4 44.5 48.9 74.8 72.0 72.5 58.7 55.0 58.4 54.2 50.8 56.8 86 94 201 

Set 6 44.5 46.2 49.8 72.6 72.2 75.6 55.2 56.3 60.1 52.4 52.7 57.7 99 98 244 

Set 7 50.2 51.8 51.7 71.6 73.7 74.1 59.1 60.8 60.9 56.8 58.9 58.9 147 169 249 

Set 8 45.1 43.2 52.4 72.4 68.3 73.1 55.5 52.9 61.0 54.0 51.9 58.9 228 183 322 

Set 9 43.3 45.5 48.2 70.9 73.6 74.9 53.8 56.2 58.7 51.3 55.2 57.6 175 165 343 

Set 10 47.5 47.4 49.0 72.4 72.9 74.8 57.3 57.5 59.2 54.4 54.9 59.1 239 246 302 

Average 46.4 46.2 49.3 71.5 70.5 73.6 56.3 55.8 59.0 54.7 53.6 57.2 111 112 197 

 
Fig. 5. Precision results for ACO, GA, and PSO on drug review datasets. 

 
Fig. 6. Recall results for ACO, GA, and PSO on drug review datasets. 
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Fig. 7. F-score results for ACO, GA, and PSO on drug review datasets. 

 

Fig. 8. Accuracy results for ACO, GA, and PSO on drug review datasets. 

 
Fig. 9. Average performance and selected features of ACO, GA, and PSO on 

drug review datasets. 

This study has shown that PSO was a highly effective 
algorithm for feature selection in sentiment analysis. The 
results showed that PSO outperformed the other two 
algorithms, demonstrating the highest level of performance. In 
these experiments, the parameters were set up appropriately to 
ensure the validity of the results. However, these experiments 
were not intended to determine the optimality of the selected 

parameter values for PSO in the feature selection process of 
sentiment analysis. Consequently, further research is needed to 
investigate the optimal parameter values for PSO in this 
specific application domain. Additional experiments are also 
required to obtain accurate parameter settings for PSO in 
feature selection for sentiment analysis to enhance its 
performance and accuracy in this context. 

The experimental results indicated that PSO possessed the 
capability to produce high-quality feature subsets, which 
increased the classification accuracy of the sentiment analysis 
model. This algorithm explored the vast search space of 
possible feature subsets to identify the most relevant and 
discriminative features, while discarding redundant or 
irrelevant ones. The global optimization capabilities of PSO 
ensured that the algorithm was able to converge the optimal 
solution, which further enhanced the quality of the selected 
feature subset. Therefore, the empirical evidence has shown 
that PSO was a highly effective method for feature selection, 
since it was capable of producing feature subsets that could 
improve the classification accuracy of a variety of applications. 

VIII. CONCLUSION 

This paper presents a novel approach that utilised the PSO 
algorithm for feature selection in drug reviews, with the 
objective of improving the performance of the sentiment 
analysis model. To verify the efficacy of the proposed 
approach, three feature selection methods were employed to 
compare the results obtained from drug review datasets. The 
results showed that PSO provided a better classification 
performance than GA and ACO in most datasets. PSO was 
both simple to use and well-known for accelerating 
convergence, since all particles learned from the global best, 
which was the current best value achieved by any particle in its 
neighbourhood. The results have also indicated that these 
techniques could yield favourable outcomes in acquiring the 
optimal feature subset. However, in a complex optimization, 
PSO could suffer from premature convergence. There is a 
scope for further research into the use of PSO for sentiment 
analysis in other domains, such as social media and customer 
reviews. Additionally, the combination of PSO with other 
optimization techniques, such as genetic algorithms or k-
nearest neighbour algorithms could further improve the 
accuracy of sentiment analysis algorithms. 
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