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Abstract—The main motivation of any educational institution 

is to provide quality education. Therefore, choosing an academic 

track can be clearly seen as an obstacle, for students and 

universities, which in turn led to imposing a mandatory 

preparatory year program in Saudi Arabia. One of the main 

objectives of the preparatory year is to help students discover the 

right academic track. Nevertheless, some students choose the 

wrong academic track which can be a stumbling block that may 

prevent their progress. According to the tremendous growth of 

using information technology, educational data mining 

technology (EDM) can be applied to discover useful patterns, 

unlike traditional data analysis methods. Most of the previous 

research focused on predicting the GPA after the students choose 

an academic track. On the contrary, our research focuses on 

using classification algorithms to develop a predictive model for 

advising students to select academic tracks via prediction of the 

GPA based on the preparatory year data at Saudi Universities. 

Then, compare classification algorithms to provide the most 

accurate prediction. The dataset was extracted from a Saudi 

university containing preparatory year data for 2363 students. 

This work was carried out using five classification algorithms: 

Gradient Boosting(GB), K-Nearest Neighbors (kNN), Logistic 

Regression (LG), Neural Network(NN) and Random Forest(RF). 

The results showed the superiority of the Logistic Regression 

algorithm in terms of accuracy over the other algorithms. Future 

work could add behavioral characteristics of students and use 

other algorithms to provide better accuracy. 
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I. INTRODUCTION 

In light of scientific progress and the development of 
communication and information technologies, there is a huge 
amount of data stored in database management systems 
(DBMS)[1]. It does not end with the ability to store this data, 
but it is more important how to use it in the production of 
knowledge [1] [2]. Recently, there is an increasing interest in 
science of data mining (DM). The concept of DM is simply a 
combination of artificial intelligence, statistics, machine 
learning, and databases [3] [4]. DM techniques can be used to 
discover unique patterns and hidden relationships. Data mining 
outcomes contribute to problem-solving, decision-making, and 
planning for organizations and companies [3]. It also plays a 

key role in various fields such as economy, healthcare, and 
education [4]. 

Educational data mining (EDM) is interested in discovering 
hidden relationships in data obtained from educational 
institutions or learning management systems (LMS). This area 
of research is used to take advantage of the data to better 
understand the students and what they learn. EDM is mainly 
used to predict students' academic performance to help them 
choose their study track [5]. This helps in making the right 
decision at the right time. 

All countries seek to increase the quality of education. The 
increasing concern with the quality of education can be clearly 
seen in the Ministry of Education of Saudi Arabia as it acquires 
the highest share of the country's budget. According to the 
budget report, the Kingdom of Saudi Arabia's education budget 
amounted to 189 billion riyals, representing 18% of the total 
general budget in 2023 [6]. Additionally, applied of the 
preparatory year program was started in Saudi universities in 
2009 [7]. The preparatory year, the first year of a student's 
university journey is considered to be the most important in a 
student's academic study. One of its aims is to prepare the 
students to choose an academic track based on their results [7] 
[8]. 

Due to the increasing number of academic tracks in 
universities, sometimes students choose a track that is not 
suitable for them, even if the results of the preparatory year 
qualify them for this track. This causes the failure of students 
or graduating with an unsatisfactory GPA. Furthermore, some 
students have to change their academic tracks after studying for 
several years, causing wasted effort. A research study 
conducted by M.J. Foraker at Western Kentucky University 
(WKU) in 2012 found that 25% of the students changed an 
academic track once, and 5% more than once [9]. 

This research aims to predict the academic via GPA of 
students in Saudi universities. It can help teachers and 
academic advisors modify students' study plans and improve 
academic performance. For the purposes of this study, reliance 
was made on a data set extracted from a Saudi university. It 
contains data for the preparatory year, by employing five 
classification algorithms: Gradient Boosting(GB), kNN, 
Logistic Regression (LG), Neural Network(NN) and Random 
Forest(RF). In addition, the model is evaluated by comparing 
the algorithms in terms of accuracy and area under the 
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curve(AUC). To predict students' academic performance, we 
must get answers to these research questions. 

1) How can we predict the right academic track via the 

GPA and preparatory year data of students in Saudi 

universities? 

2) Which classification algorithm has the highest accuracy 

in predicting the right academic track for Saudi students? 

Our paper is arranged as follows: Section II provides an 
overview of previous academic work in the field of predicting 
the academic performance of students in general and Saudi 
universities in particular and reviews the selected algorithms. 
Section III explains the methodology and materials used in 
preparing this paper to predict the academic track based on the 
GPA. It also describes the contents of the dataset and the tool 
used to extract the results and methods for evaluating the 
results of the proposed model. Section IV presents the results 
of predicting the GPA and the factors affecting students' 
academic performance in Saudi universities. We conclude our 
paper with Section V, in which we discuss the experimental 
results and answers to the research questions and offer the 
conclusion and future work. 

II. BACKGROUND 

A. Predicting Academic Performance for Students 

In Nigerian universities, the duration of the study is five 
years in engineering colleges. Adekitan and Salau [10] 
questioned about the possibility of predicting the last 
cumulative GPA based on the results of the first three years. 
They developed a model by using the KNIME application that 
experiments with six data mining algorithms (PNN, Random 
Forest, The Decision Tree, Naive Bayes, Tree Ensemble, and 
Logistic Regression). The dataset contains a record of 1842 
students from different engineering departments. The GPA of 
the first three years, the first year of academic study, and the 
department were considered as input. The results showed that 
the GPA of the third year was the most effective in the 
prediction of the last cumulative GPA. They also showed that 
the Logistic Regression algorithm provides higher accuracy 
than the other algorithms, with an accuracy of 89.15%. 

Ginting and Rahman [11] presented a prediction system for 
the GPA of university students. The proposed system uses an 
Artificial Neural Network and combines it with a supervised 
Backpropagation algorithm. The system consists of 18 nodes at 
the input layer with 24 hidden nodes to produce one node in 
the output layer. The dataset contains 591 records of students 
who graduated from an Indonesian university. The system was 
tested using four different methods, each method changes the 
number of test and training data. The accuracy of the proposed 
system was 97.2%. 

Zollanvari et al. [12] applied the maximum-weight 
dependence tree to propose a GPA prediction model. The 
proposed model is based on the behavioral characteristics of 
the students. A questionnaire containing 20 questions was 
distributed in order to find out the behaviors that affect GPA 
prediction. These questions are based on the educational 
objectives. The number of students in the dataset is 82 students. 
The accuracy of the proposed model was 65.85%. Better 

results can be achieved by increasing the number of students in 
the dataset and incorporating academic performance with 
behavioral characteristics. 

Putpuek et al. [13] compared the decision tree algorithm 
and data mining techniques to predict the students' GPA based 
on personal factors. The selected algorithms were (C4.5 and 
ID3) and the techniques were (Naïve Bayes and K-NN) and 
personal factors such as (gender, skills, type of acceptance, 
etc.). The dataset contains data of 2,281 students graduating 
from the same college in different years. The results showed 
the superiority of the Naïve Bayes techniques, as it achieved an 
accuracy of 43.18%. While ID3, C4.5, and K-NN achieved 
41.65%, 42.88%, and 43.05% accuracy results, respectively. 

In order to explore factors affecting the students' academic 
performance, Hamoud et al. [14] proposed a model that 
compares the algorithms of the Decision Tree (J48, Random 
Tree, and REPTree). The study was conducted on the students 
at Computer Science College at the Basra University in Iraq. 
Data was collected from 161 students' answers to a 
questionnaire containing 60 questions in different fields. The 
results showed the superiority of J48. The results also showed 
that the factors such as the GPA, the father's job, and the 
quality of food have a high effect on the students' performance. 
On the contrary, factors such as gender and age have a weak 
effect. 

Pallathadka et al. [15] analyzed four machine learning 
algorithms to find out the most accurate one. The used 
algorithms are SVM, C4.5, ID3, and Naive Bayes. 
Examinations were conducted on the UCI machinery student 
performance dataset available online. The dataset contains 649 
records and 33 factors. The results showed that the SVM 
algorithm is the most accurate. 

B. Predicting Academic Performance for Students in Saudi 

Universities 

In order to solve the problem of students graduating with a 
low GPA in Saudi Arabia and help through early intervention 
Alyahyan and Düşteaör[16] developed a model predicting the 
final GPA based on the results of the first year after the 
preparatory year. This model is based on decision tree 
algorithms (Rep Tree, Random Tree, and J48). The dataset 
contains the record of 339 students and 15 factors such as 
gender, nationality, subjects' grades, and final GPA. According 
to the results, the J48 algorithm achieves the highest predictive 
ability of up to 69.3%. 

Al-Barrak and Al-Razgan [17] applied the J48 algorithm on 
a dataset of 239 female students majoring in computer science 
at a Saudi university. In order to find which courses, have the 
most impact on the final cumulative GPA. The dataset contains 
16 compulsory computer science courses. Based on the results 
of the experiment, it was found the two courses' Software 
Engineering-1 and JAVA-2' have the greatest effect on the 
final grade. 

In order to measure the ability of classification algorithms 
to predict the GPA Mueen et al. [18] proposed a predictive 
model based on a student's record in only two courses. They 
used three classification techniques (Naive Bayes, C4.5, and 
MLP). This study was conducted on King Abdelaziz 
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University students in two courses (Programming and 
Operating Systems). Everything related to the subject, 
including assignments, tasks, tests, etc., were collected through 
the Learning Management System LMS. The results showed 
the superiority of the Naive Bayes classifier over the 
classifiers, and it achieved a prediction ability to 86%. 

Altujjar et al. [19] presented a predictive model to the 
performance of undergraduate students in the College of 
Computers at King Saud University using classification 
algorithms. The model aims to identify important courses that 
have a significant impact on academic achievement. The ID3 
algorithm was used to build the model for each academic year. 
The dataset consists of 100 student records. The dataset was 
split into 75% for training and 25% for testing. The results 
showed that the courses (IT 221), (CSC111), and (CSC113) 
have a significant and clear impact on the students' academic 
performance. 

Hilal Al-Murabaha [20] analyzed the data of Saudi 
university students by using classification techniques. The 
objective is to predict student performance during the 
undergraduate semester. The dataset contains the record of 225 
students and 10 features such as (midterm exams, attendance, 
final exam score, previous exams score, science experiments, 
projects. etc.). Five classifiers are applied to analyze student 
data (Naive Bayes, Bayesian Network, ID3, J48, and Neural 
Network) using the WEKA tool. The results showed the 
superiority of Bayesian Network over other classifiers, with an 
accuracy of 92% also, the amount of data affects the accuracy 
of the results. 

C.  Classification Algorithms 

1) Neural Networks (NN): Additionally referred to as 

artificial neural networks (ANNs) or simulated neural networks 

(SNNs), are at the top of deep learning algorithms. Their call 

and shape are inspired by the way of the human brain, 

mimicking the manner that biological neurons signal to each 

other [21] [22]. 

(ANNs) re-constructed from node layers, containing an 
enter layer, one or more hidden layers, and an output layer. 
each node, or artificial neuron, connects to some other and has 
an associated weight and threshold [21] [22]. If the output of 
any individual node is above the specified threshold fee, that 
node is activated, sending information to the following layer of 
the group, otherwise no information is surpassed. 

2) Gradient Boosting (GB): The Gradient Boosting 

algorithm is commonly used in the field of machine learning 

and is often used to build prediction and classification models. 

It aims to build a strong model using a succession of weak 

models. At each stage, a new model is built by improving the 

mistakes of the previous model, achieved by training the new 

model on the errors of the previous model. This procedure 

helps reduce bias errors in the final model [23] [24]. 

3) K-Nearest Neighbors (kNN): In k-NN classification, the 

output is a class membership. An object is classed via a 

plurality vote of its pals, with the object being assigned to the 

class most commonplace amongst its okay nearest neighbors. If 

k = 1, then the item is without a doubt assigned to the class of 

that single nearest neighbor [24][25]. 

4) Logistic Regression (LR): This type of statistical version 

is regularly used for type and predictive analytics. Logistic 

regression estimates the possibility of an occasion taking place, 

together with voting or did not vote, based on a given dataset 

of impartial variables [26] [27] [28]. Because the final result is 

a possibility, the structured variable is bounded between 0 and 

1. In logistic regression, a logit transformation is implemented 

on the odds this is the chance of fulfillment divided by way of 

the probability of failure. that is also typically referred to as the 

log odds or the natural logarithm of odds  [26] [27] [28]. 

5) Random Forest (RF): This classifier is the most 

popular. The primary dataset is used to construct a subset of 

random trees. Each tree contains a different set of features and 

data to predict a decision. In the end, the most common and 

frequent decision is chosen [24] [26] [29]. 

III. RESEARCH METHOD AND MATERIAL 

In the method section, we present the data mining phases 
that we went go through to develop a predictive model for the 
academic tracks via GPA based on the preparatory year data in 
Saudi universities. Our research methodology consists of six 
phases (Fig. 1) as follows: 

 

Fig. 1. Research methodology. 

A. Data Collection 

We obtained the dataset from a Saudi university, which 
preferred not to be named with taking care of the privacy of 
students and concealing any data indicating their personality. 
The dataset contains records of the preparatory year for the 
scientific subjects (Chemistry, Statistics, Math, Physics and 
BIO), the final GPA upon graduation from the university and 
the college to which the student is registered. All these records 
belong to students graduating from a university in the same 
year. The structure of the data set was not suitable for the data 
mining process. The number of records is 12393, and each 
student had five records in the data set, with each record 
representing a subject, as shown in the following Fig. 2: 

 

Fig. 2. Pure dataset. 
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Students are evaluated in each subject out of one hundred 
marks distributed as in the following Table I. 

TABLE I.  STUDENT EVALUATION 

Mark Grade symbol 

From 95 to 100 A+ 

From 90 to less than 95 A 

From 85 to less than 90 B+ 

From 80 to less than 85 B 

From 75 to less than 80 C+ 

From 70 to less than 75 C 

From 65 to less than 70 D+ 

From 60 to less than 65 D 

B. Data Pre-Processing 

1) Data cleaning and data reduction: During this phase, 

we made sure that all students took the same courses, so we 

deleted the data of students who transferred from other 

universities. 

To increase the balance of the dataset and because of the 
large difference between the number of students graduating 
from some colleges we have deleted the data of students 
graduating from the following colleges (Table II): 

TABLE II.  DELETED COLLEGES 

Deleted colleges Number of students 

Arts 23 

Law and Political Science 7 

Media 4 

2) Data transformation: At this stage, the data has been 

transformed into a format that accepts modeling. The dataset 

structure for each student was five records. Each record 

represents a subject. Also, we changed the GPA formula from 

a numeric to a categorical as follows (Table III): 

TABLE III.  GPA SYMBOL 

GPA GPA symbol 

From 5.00 to 4.50 Excellent 

From 4.49 to 3.75 Very_ Good 

From 3.74 to 2.75 Good 

From 2.74 to 2.00 Pass 

After that, we added a new column named (OUTPUT). The 
students were divided into two values. Any student who 
achieved a GPA greater than or equal to four will be given in 
OUTPUT feature a value (RIGHT), and a student with a 
cumulative GPA of less than four will be given a (WRONG) 
value in the OUTPUT feature as Table IV. 

This procedure helps us to form our hypothesis "When a 
student achieves a GPA higher than 4.00, then the academic 
track is correct". 

TABLE IV.  STUDENT OUTPUT SYMBOL 

GPA OUTPUT 

From 4.00 to 5 RIGHT 

Less than 4.00 WRONG 

After completing the data pre-processing stage, we 
extracted a data set containing 2363 records in Excel format for 
this study. The features are the following (Table V): 

TABLE V.  FEATURES ON A DATASET 

Features 
No. of 

types 
Type 

Gender 2 Male, Female 

College 12 

Applied_Medical_Sciences, Dentistry, 

Design_and_Built_Environment, 

Eco_and_Admin_Sciences, Engineering, 

Home_Economics, Geology, IT, Medicine, 

Nursing, Pharmacy, Science 

BIO 6 A+, A, B+, B, C+, C 

Math 6 A+, A, B+, B, C+, C 

Chemistry 6 A+, A, B+, B, C+, C 

Physics 6 A+, A, B+, B, C+, C 

statistics 6 A+, A, B+, B, C+, C 

GPA   

Graduation 

Grade 
4 Excellent, Very_Good, Good, Pass 

OUTPUT 2 RIGHT, WRONG 

Fig. 3 shows the structure of the final dataset.  

 

Fig. 3. Dataset after pre-processing. 

C. Classification Algorithms Selection 

After several experiments and an understanding of the 
characteristics of the classification algorithms, to achieve the 
best possible results from the data set, the following 
classification throws were used with default parameters values: 

 Neural Network (ANN) 

 Gradient Boosting (GB) 

 K-Nearest Neighbors (kNN) 

 Logistic Regression (LR) 
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 Random Forest (RF) 

D. Experiments (Training and Testing) 

We chose the Orange Data Mining software to conduct the 
experiments. Orange data mining is written in Python and is 
open-source. It was developed at the University of Ljubljana. 
The program's graphic interface offers an easy experience in 
handling and ease of learning [30] [31]. It supports several 
operating systems such as Windows and Linux. It provides the 
possibility to test algorithms, validation, and prediction. 

 

Fig. 4. Orange data mining model. 

The data set was used for each student record with nine 
characteristics. Fig. 4 shows the model created in the orange 
data mining tool. To explain how the model works, the data set 
has been loaded and the feature to which each class of data 
belongs, and which feature of this data is the target as in Fig. 5. 

 

Fig. 5. Model specifications. 

In this model, the OUTPUT was determined as the target 
and the rest were as features and skipped GPA and Graduation 
Grade features as in Fig. 3 to 5. Then the data set was linked to 
the previously selected algorithms widget, as well as to the 
"Test and Score" widget to display the results. This procedure 
provides training and testing of all algorithms at the same time 
which saves a lot of time and effort rather than testing the 
algorithms individually. CROSS VALIDATION was used to 
split the data into test and training data. Cross-validation 
divides the data into several groups called FOLDS. This 
method splits the dataset randomly into 10 subsets [32]. The 
model training phase uses nine subsets, while the testing phase 
uses the final subset. This process is repeated 10 consecutive 

times each time a different subset is selected in the testing 
phase [32]. 

E. Hypothesis 

When the student graduates with a GPA greater than or 
equal to (4.00), this means that the academic track chosen by 
the student is correct and commensurate with the 
characteristics chosen in the dataset. On the contrary, when a 
student achieves a GPA less than (4.00), the academic track 
chosen by the student is wrong. 

F. Validation 

To evaluate the performance of the model, we will rely on 
the Accuracy, Area under the curve (AUC-ROC), and 
confusion matrix. 

 Area under the curve (AUC-ROC): 

Gives an idea of the effectiveness of the model and the 
AUC score is used to compare the different algorithms. Each 
classifier will predict either a true or false result. Whenever the 
AUC value was greater than 0.5 the classifier was able to 
separate the two results and give a correct result and vice versa 
if the AUC value were less than 0.5 the classifier would have 
predicted an opposite outcome. That is, the actual positive is 
expected to be negative. The use of AUC is used when the data 
set is unbalanced [33]. 

 Accuracy: 

In machine learning and data technology, the term accuracy 
is inevitable almost in every category assignment. this is the 
most popular measurement or metric used to assess models 
[31]. We calculate the accuracy by using the equation: 

Accuracy =TP + TN / TP + TN + FP + FN 

 Confusion Matrix : 

A confusion Matrix is one way to measure the performance 
of classification models. It can be used when the outputs are 
two or more classes. The result is an extracted table with four 
areas. Each area represents the expected and actual value [27] 
[34] [35] . as shown in Fig.6 are prescribed. 

 

Fig. 6. Confusion matrix. 

IV. EXPERIMENTS AND RESULTS 

In this section, we will do the experiments based on the 
database described in the previous section and using Orange 
Data Mining Tool. The classification algorithms will be used 
with default parameters. The algorithm will be evaluated based 
on the following criteria: accuracy, an area under the curve 
(AUC-ROC) and a confusion matrix. The goal of the 
experiments will be to predict the student's GPA based on five 
subjects studied in the preparatory year by using classification 
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algorithms. To reach the answer to the question, "Is the 
academic track chosen by the student right or wrong?" The 
results were as follows in Table VI: 

TABLE VI.  RESULTS OF THE GPA PREDICTION MODEL 

Model AUC CA F1 precision Recall Specificity 

GP 0.850 0.789 0.789 0.789 0.789 0.788 

kNN 0.804 0.749 0.749 0.749 0.749 0.745 

LR 0.854 0.791 0.791 0.791 0.791 0.790 

ANN 0.846 0.786 0.786 0.786 0.786 0.784 

RF 0.817 0.755 0.755 0.755 0.755 0.749 

The results of the experiments showed that the LG 
algorithm provides the best performance with a slight 
distinction from the GP algorithm. The accuracy and AUC-
ROC values for the LG algorithm were 79.1% and 85.4%, 
respectively. While the GB algorithm attained up to 78.9% 
accuracy and an AUC-ROC value of 85%. In the same context, 
the kNN algorithm performed the weakest with an accuracy of 
up to 75% and an AUC-ROC value of 80.4%. The performance 
of all algorithms used in the experiment is compared in Fig. 7. 

 

Fig. 7. Comparison performance metrics of algorithms. 

The confusion matrix is constructed as shown in Table VII. 
Where diagonal entries reflect successfully categorized 
samples, and the remaining entries represent misclassified 
ones. The results demonstrate that, according to the LG 
algorithm, actually 1015 predicted the right academic track and 
853 the wrong academic track. 

TABLE VII.  CONFUSION MATRIX FOR ALL ALGORITHMS 

LG Algorithm 
GB Algorithm 
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Right 1001 276 
    

Wrong 327 759 
    

        

V.  DECISION AND CONCLUSION 

The main objective of this research was to develop a model 
to predict the right academic track Via GPA by using 
classification algorithms for Saudi university students. 
Therefore, we used a dataset of Saudi university students 
containing five scientific subjects studied in the preparatory 
year in addition to the student's gender, college, and final GPA. 
We made sure that all students studied the same subjects. Five 
classification algorithms serve as the basis for the proposed 
model: gradient boost, kNN, logistic regression, neural 
network, and random forest. We assumed that when the student 
achieves a GPA greater than or equal to 4.00 which means the 
academic track is correct. But if the student achieved a GPA 
less than 4.00, the student chose the wrong academic track. The 
results show that the logistic regression algorithm is the most 
accurate and able to predict correctly. It achieved an accuracy 
of 79.1% and an AUC of 85.4%. It can be seen that the 
accuracy of the model is somewhat low. This is due to the 
small number of features and their confinement to the 
academic subjects and the gender of the student. Other features 
can affect the accuracy of the model, such as behavioral 
characteristics, high school results, and Aptitude and 
achievement tests. The results justify the validity of the 
hypothesis that it is possible to predict the academic track 
based on the GPA where the proposed model was able to 
predict the final GPA that the student will achieve if he joins a 
specific academic track. The results of this study are expected 
to help educational institutions in early intervention to guide 
students who are struggling to choose the right academic track. 
Future research can improve accuracy by relying on additional 
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variables including behavioral characteristics, results from 
aptitude tests, and grades from high school. 
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