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Abstract—One of the main functions of NLP (Natural 

Language Processing) is to analyze a sentiment or opinion of the 

text considered. In this research the objective is to analyze the 

sentiment in the form of tweets towards the Covid-19 

vaccination. In this study, the collected tweets are in the form of a 

dataset from Kaggle that have been categorized into positive and 

negative depending on the polarity of the sentiment in that tweet, 

to visualize the overall situation. The reviews are translated into 

vector representations using various techniques, including Bag-

Of-Words and TF-IDF to ensure the best result. Machine 

learning algorithms like Logistic Regression, Naïve Bayes, 

Support Vector Machine (SVM) and others, and Deep Learning 

algorithms like LSTM and Bert were used to train the predictive 

models. The performance metrics used to test the performance of 

the models show that Support Vector Machine (SVM) achieved 

the highest accuracy of 88.7989% among the machine learning 

models. Compared to the related research papers the highest 

accuracy obtained using LSTM is 90.59 % and our model has 

predicted with the highest accuracy of 90.42% using BERT 

techniques. 

Keywords—Covid-19 vaccine; sentiment analysis; machine 

learning; deep learning; natural language processing 

I. INTRODUCTION 

In the wake of COVID-19, the healthcare sector has 
received considerable attention. Safety regulations such as 
wearing masks, keeping a good hygiene by washing hands 
regularly, and maintaining a safe distance from people are 
especially important now. Nevertheless, these measures can 
only decrease the spread of the virus, not eliminate it. In this 
case, vaccination proved to be the sole solution that had the 
greatest effectiveness in eradicating the coronavirus. But from 
the very beginning, the acceptance and public sentiment 
surrounding the COVID-19 vaccine have been subject to 
varying opinions and concerns. People have had mixed feelings 

about vaccinations; we have even seen the reluctance of our 
own family members towards it. Since it is very new to the 
market, people are not ready to trust the invention and are 
hesitant about it. This hesitancy and skepticism have 
highlighted the need to delve deeper into understanding the 
sentiments of individuals towards the vaccine. 

Nowadays, the Internet is the best source for any company 
to learn about public perceptions of their products and services. 
For its rich knowledge, the business community is tapping into 
social media content. It has been utilized to carry out marketing 
and branding initiatives for organizations in the areas of 
innovation, product design, and stakeholder relations. It is a 
useful means of communicating and sharing information with 
the public for government and non-profit organizations. Every 
day, people use social media platforms such as Facebook, 
Twitter, and Instagram to voice their opinions and thoughts. 
These platforms have emerged as powerful sources for 
expressing opinions and thoughts, making them ideal for 
capturing and analyzing public sentiments. People began 
voicing their concerns on the COVID-19 vaccination process 
as soon as it began. And since COVID 19 has affected so many 
lives but the vaccine showed up as a ray of hope amidst these 
extreme conditions, it has been extremely important to analyze 
the sentiments of people towards the COVID-19 vaccine [1]. 

Sentiment analysis is one major task of NLP (Natural 
Language Processing). It is also called Opinion mining. It is 
done to capture the author’s feelings, emotion towards an 
entity. Sentiment analysis tries to capture this information by 
analyzing unstructured text data in the form of reviews and 
comments [2]. By harnessing the potential of sentiment 
analysis, the aim is to gain valuable insights into the 
perceptions and emotions of individuals regarding the COVID-
19 vaccine. Sentiment analysis particularly is helpful when it 
comes to negative reviews. It helps discover the exact 
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shortcomings of the products. This requires the text to be 
classified into two sentiment polarities that are positive and 
negative (or neutral). In this research study, various textual and 
numerical features from tweets are extracted, evaluated on how 
they correlate, and used to predict sentiment of people related 
to the COVID-19 vaccine. The goal is to contribute to the 
existing knowledge on sentiment analysis and its applicability 
in the context of COVID-19 vaccines, ultimately aiding in the 
development of informed strategies and interventions for 
public health initiatives. 

Further, the paper is divided into different sections to bring 
out all parts of the study properly. Section II shows the works 
of other people on sentiment analysis related to the COVID 
vaccine and how people have reciprocated to it. Section III 
gives information about the background of this study, 
highlighting a contrast between machine learning and deep 
learning techniques. Next is Section IV that highlights a major 
part of the study. It starts with the analysis of the data used in 
the study. Then it talks the complete process followed to carry 
out the study- the machine learning and deep learning 
algorithms used, the pre-processing techniques and feature 
extraction methods for both the type of algorithms, the 
performance metrics used to analyze the result of the model 
and lastly a comparison between the way machine learning and 
deep learning algorithms work [3][4][5][6]. Section V gives a 
deep analysis of the results obtained on the data with machine 
learning and deep learning techniques. It shows the results for 
all the five machine learning algorithms used with different 
feature extraction methods and then bar plots comparing their 
accuracy. Then, it shows the results for the two deep learning 
models used and their plots for accuracy and loss. Section VI 
highlights the conclusions and key takeaways from the study, 
along with the discussion of future plans and scope. 

II. LITERATURE REVIEW 

Sentiment analysis is being used in a large spectrum of 
fields right now. And a lot of people are increasingly interested 
in researching it. In the past year there have been much 
research on the sentiment of people towards the COVID-19 
vaccine that came into existence. One such research employing 
tweets collected between December 21 and July 2, 2021, had 
information on the most prevalent vaccines that had just 
become available around the world. It used a tool called 
VADER to analyze people’s sentiment towards certain 
vaccines. The tool found that 33.96% responses were positive, 
17.55% were negative and the left 48.49% were neutral 
responses. It applied the basic data preprocessing steps and 
feature extraction algorithms on the tweets in the dataset. Then 
it finally used a recurrent neural network (RNN) that included 
LSTM and Bi-LSTM where LSTM secured an accuracy of 
90.59% and Bi-LSTM obtained an accuracy of 90.83%. This 
study contributes to a better knowledge of public opinion on 
COVID-19 vaccinations and advances the goal of removing the 
virus worldwide [7]. Another such study used tweets in general 
and then only from four countries with the most tweets on the 
COVID-19 vaccine: India, USA, Canada, and England. It 
consumed two text mining methods that are LDA and VADER 
to extract the sentiment from those tweets. The overall analysis 
showed that there were almost twice people that had a positive 
feeling towards the COVID vaccine than those having a 

negative feeling. However, the country-specific analysis 
showed that the people’s sentiment remained consistent for the 
vaccines that were approved in their country, while most 
people had some fear towards other vaccines [8]. Another 
research performing sentiment analysis had tweets that were 
taken from the 14th to the 18th of January 2021. Covishield 
and Bharat Biotech's Covaxin were two vaccines employed in 
this work. The purpose of this study was to examine the 
sentiments expressed in tweets about these two vaccines in 
India. It used the Syuzhet package version 1.0.1 to classify 
tweets based on sentiments into positive and negative as well 
as eight other emotions (fear, joy, anticipation, anger, disgust, 
sadness, surprise, trust). It used the NRC Emotion Lexicon to 
analyze the tweets. The study showed that while most of the 
population has positive feelings about these vaccines, there are 
also negative feelings about them, according to the analysis, 
associated with the sentiments such as fear and anger [9]. 
Another study introduces a lexicon-based framework for 
sentiment classification of tweets, categorizing them as 
positive, negative, or neutral. The results indicate that the 
proposed system surpasses existing systems in terms of 
performance and accuracy [10]. 

This research makes use of a dataset containing tweets 
about the opinion of people about vaccines like 
Pfizer/BioNTech, Sinopharm, etc. in the Kaggle data 
repository. Tweepy, a Python package, was used to capture the 
data. It synthesizes the dialogue surrounding worldwide 
immunization attempts and progress using an API called 
TextBlob and using word cloud visualizations. TextBlob 
classified roughly half of the tweets in the dataset as neutral, 
and the other half comprised of 75% positive tweets and 25% 
tweets depicting a negative sentiment [11]. This study used 
web scrapping to extract the data from online news and blogs 
to work on. TextBlob library was used to analyze the 
sentiments of the public opinion collected. They gave a result 
that more than 90% of the articles had positive sentiments 
towards the vaccination drive [12]. From thirteen Reddit 
communities, data was collected regarding COVID-19 
vaccines. LDA topic modelling was done on this data, and it 
was found that most of the communities had a positive 
sentiment towards the drive and found no major change in the 
opinions of people since December 2020 [13]. A RapidMiner 
software for data science was used for classifying English and 
Filipino tweets with the help of Naïve Bayes to conduct 
opinion mining. The results showed that the research had an 
accuracy of 81.77%. Their conclusion was that majority of 
people were enthusiastic and supportive of the vaccination 
drive [14]. This study takes about 1.2 million tweets to perform 
NLP and sentiment analysis on them to find out useful insights 
about the approach of people towards the COVID-19 vaccine 
and the measures to stay safe from the virus. This research 
used TextBlob and Vader as sentiment analysis tools and 
performed time series forecasting at a later stage. The result 
showed that many people have a positive view of the 
vaccination drive than negative. But more than that, people 
were highly conscious about maintaining hygiene and social 
distancing to combat the spread of the virus [15]. 

A study that was conducted in Indonesia was focused on 
analyzing the opinion of Indonesian people towards the newly 
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introduced vaccine. It collected the data from twitter using 
Rapid miner tool. The results of this study were slightly 
different. They showed about 39% of positive sentiment and 
56% of negative sentiment and 1% of neutral sentiment. The 
people did not really trust that the vaccine was safe for them to 
consume [16]. Following this one, another study was 
conducted to evaluate the opinion of people of Indonesia about 
the two most prevalent vaccines, Sinovac and Pfizer in the 
country and understand people’s view on both. The best 
performing model came out to be Support Vector machine and 
the study concluded that people were more positive for the 
Pfizer vaccine as compared to Sinovac. While about 77% of 
the tweets indicated a positive sentiment towards Sinovac, this 
number shot up to 81% in the case of Pfizer vaccine [17]. 

In contrast to a country-specific approach, some studies 
were conducted to analyze the sentiments of people towards 
the vaccine on a global level, for different countries. This study 
collected about 820,000 tweets and analyzed the sentiment of 
those tweets in two stages. In the first stage, the sentiments of 
people towards the vaccine around the globe was considered 
and the findings showed which countries had an overall 
positive attitude and which countries had a negative one. This 
stage also included gender-based analysis about the sentiments 
of people to address those issues in a different way. The second 
phase included the tweets to be organized into word clouds to 
analyze the most used words and sentiments by people of 
different countries [18]. This study made use of 928,402 tweets 
collected from different countries and the six most popular 
vaccines’ tweets were picked from them to perform the 
analysis. They conducted an aspect-based analysis considering 
health, policy etc. and used four Bert models. The total 
accuracy was found out to be 87% and the F1 score lied 
between 84% to 88% [19]. This study used two different 
approaches to understand people’s hesitancy towards the 
vaccine. These were machine learning based and lexicon 
based. It divided the dataset into two cultures English and 
Arabic and studied them separately. The study analyzed the 
performance of both the approaches on the datasets and then 
used the better performing approach for the spatiotemporal 
analysis [20]. This research collected the English language 
tweets posted over a course of 3 months and applied the Vader 
tool to classify the tweets as positive, negative, and neutral. 
The results revealed that out of the 2,678,372 tweets in 
consideration, 42.8% were positive, 26.9% were neutral and 
30.3% were negative. The important topics from the positive 
and negative tweets were drawn out using latent Dirichlet 
allocation analysis, and these topics were then subjected to a 
geographical and temporal analysis. The study concluded that 
the highest positive sentiment tweets came from United Arab 
Emirates and the lowest positive sentiment tweets came from 
Brazil. Also, the sentiment score increased a good amount at 
the start, then slowly decreased and finally remained almost the 
same till the end of the period of the tweets [21]. 

The works discussed above indicate that previous studies 
have focused on sentiment analysis using various techniques 
and datasets. Furthermore, these studies highlight the use of 
various machine learning and deep learning models for 
sentiment classification but do not delve deep into comparative 
studies that evaluate the performance of different models, 

feature extraction techniques, and sentiment analysis tools to 
identify the most effective approaches for sentiment analysis in 
the context of COVID-19 vaccination. This study employs a 
comprehensive range of techniques and models, including both 
machine learning algorithms (Logistic Regression, Naïve 
Bayes, Support Vector Machine) and deep learning algorithms 
(LSTM and BERT). It compares the performance of different 
feature extraction techniques, namely Bag of Words and TF-
IDF, to showcase their impact on sentiment analysis accuracy. 
By utilizing these diverse approaches, it provides a better 
understanding of the most effective feature extraction methods 
and evaluation of the performance of different models, 
highlighting the strengths and weaknesses of each in the 
context of COVID-19 vaccination sentiment analysis. 

III. BACKGROUND 

Machine learning and Deep learning both fall under the 
umbrella of Artificial Intelligence, but they are more efficient 
in serving different purposes. Deep learning involves the use of 
something called a neural network which replicates how a 
human brain works to solve complex problems.  But it requires 
a large amount of data to function with great accuracy, unlike 
machine learning which can work on lesser amounts of data. 
Machine learning learns from the data that is provided and 
makes intelligent predictions on the new data that is fed to it, 
with some human intervention. Both machine learning and 
deep learning models have been used on this dataset, but Deep 
learning has been preferred since the results it gave had better 
accuracy. Both machine learning and deep learning have a 
slight difference in how it classifies the data into sentiments. 

For machine learning algorithms, firstly input data is fed 
into the system and pre-processing is performed on it to make 
it easier for the classification algorithm to classify it. Pre-
processing includes converting the whole text into upper or 
lowercase, removal of extra words such as special characters or 
words that add no sentiment to the sentence. Then feature 
extraction is performed onto this data that extracts the 
important features from the tweet and converts it into vectors 
for the algorithm to be able to process it. This makes it easier 
for classification and improves the accuracy of the model in 
consideration. The next step is the model training which is 
when the model is trained onto the given data to classify the 
sentiment of the tweets and then it is tested using the test 
dataset to give the output or the sentiment of the tweets fed to 
the model. Here, the sentiment of the tweets can be positive or 
negative [22]. 

For deep learning algorithms, the process is slightly 
different. The input data goes through pre-processing to 
remove the extra words from the tweets and then it is fed to the 
deep learning algorithm which takes care of both the feature 
extraction and model training phase for classifying the 
sentiment of the data provided. Further the model is tested to 
check its performance on a test dataset, like how the machine 
learning algorithms do it [23]. 

Deep learning solves the problem end-to end whereas 
machine learning first fragments the problem into smaller 
statements and then solves it incrementally.  In machine 
learning the data is undergone through feature extraction first 
and then classification is performed but in deep learning, 
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feature extraction and classification are performed 
simultaneously [24]. Deep learning works adequately on large 
amounts of data by giving higher accuracies. High end systems 
are required to run deep learning algorithms as it mainly 
focuses on GPU of the system. Whereas a domain expert is 
required in Machine learning to spot and reduce the complexity 
of the data for the traditional algorithms to work. When the 
amount of data which is fed to the model is less, machine 
learning performs better than the deep learning models. But as 
the amount of data increases, the rate with which the 
performance of a machine learning model was increasing 
rapidly falls and remains almost the same with further increase 
in the amount of data. However, for a deep learning model the 
performance steadily increases with the increase in the amount 
of data fed to the model. For larger amounts of data, deep 
learning models perform a lot better than machine learning 
models. There are two deep learning models used in this study: 
BERT and LSTM. Both are discussed in detail in the following 
section. 

A. BERT 

Bidirectional Encoder Representations from Transformers 
also known as BERT is a deep learning model which was 
published by researchers at Google in 2018. It works on the 
encoder-decoder network where self-attention is used on the 
encoder side and attention is used on the decoder side. Large 
text corpus is used to train the Bert model, this gives the model 
the ability to understand better and grasp variability in data 
patterns on several NLP tasks. Being bidirectional it gives the 
model the freedom to learn and understand the context of a 
word from both the left and the right sides while training the 
model. This nature of the model helps it to understand the 
language deeply. Also, for the model to work well, some 
amount of pre-processing is done on the data. This makes the 
BERT model suitable for a variety of NLP tasks. 

B. LSTM 

LSTM also known as Long Short-Term Memory network 
are a part of a unique kind of RNN that has the potential to 
learn long-term dependencies. LSTM can remember 
information for long periods of time without any struggle and 
reduces the impact of short-term memory. Recurrent neural 
networks have chain type structure where each module is 
intertwined several times. LSTMs have a similar structure but 
instead of caring a single neural network there are four that are 
connected to each other in a unique way. LSTM networks 
retain the relevant information from the prior data in the 
sequence that helps in processing the incoming data points. 
There are three things that are important to determine the 
output of LSTM: the cell state, the previous hidden layer, and 
the input data at the current timestamp. The cell state is like the 
memory of the network. An LSTM cell has three gates: One is 
the forget gate, which allows it to forget the irrelevant 
information from the prior timestamp. The equation for the 
forget gate is: 

𝑓𝑡 = 𝜎(𝑥𝑡 ∗ 𝑈𝑓 +  𝐻𝑡−1 ∗ 𝑊𝑓) (1) 

Here, xt is the input to the current timestamp, Uf is the 
weight, Ht-1 is the hidden state of previous timestamp and Wf  is 
the weight matrix of the hidden state. 

Next is the input gate, which decides which information must 
be kept from the current timestamp. The equation for the input 
gate is: 

𝑖𝑡 = 𝜎(𝑥𝑡 ∗ 𝑈𝑖 +  𝐻𝑡−1 ∗ 𝑊𝑖) (2) 

Here, xt is the input to the current timestamp, Ui is the 
weight matrix of input, Ht-1 is the hidden state of previous 
timestamp and Wi is the weight matrix of input corresponding 
with hidden state. 

The last one is the output gate, which determines what the 
hidden state will be for the next timestamp. The equation for 
the input gate is: 

𝑜𝑡 = 𝜎(𝑥𝑡 ∗ 𝑈𝑜 + 𝐻𝑡−1 ∗ 𝑊𝑜)  (3) 

Here, xt is the input to the current timestamp, Uo is the 
weight matrix of output, Ht-1 is the hidden state of previous 
timestamp and Wi is the weight matrix of output corresponding 
with hidden state [25][26]. 

IV. METHODOLOGY 

A. Data Collection and Analysis 

In the initial stages of the research, a dataset comprising 
10,000 tweets regarding people's opinions on the COVID-19 
vaccine was sourced from Kaggle. However, it was observed 
that a significant portion of the dataset consisted of neutral 
tweets. Recognizing the potential impact of these neutral 
tweets on the data consistency and the subsequent model 
performance, a decision was made to remove them from the 
dataset. This cleaning process resulted in a refined dataset of 
approximately 3,700 tweets. Out of the total tweets, 
approximately 2,000 exhibited a positive sentiment towards the 
COVID-19 vaccine, while around 1,700 displayed a negative 
sentiment. This balanced distribution of positive and negative 
sentiments provides a suitable foundation for training and 
evaluating machine learning models. 

B. Data Cleaning and Preprocessing 

To start with, data pre-processing steps were applied to the 
given dataset to ensure the data's quality and consistency. 
These pre-processing steps are crucial in preparing the dataset 
for accurate model training and reliable outcomes. The dataset 
was thoroughly cleaned by removing any extraneous data or 
unnecessary elements that could introduce irregularities. This 
involved eliminating punctuation, symbols like "#," and 
Twitter handles such as "@user." Further, this involved 
removing URLs from the tweet texts, converting the text to 
lowercase to eliminate case sensitivity, and applying 
tokenization to break down the text into individual words or 
tokens. Stopwords, which are commonly used words in a 
language like "the", "and”, “is", were removed from the text. 
These words are often irrelevant for sentiment analysis and can 
introduce noise into the data. After that an important step was 
lemmatization. This was applied to reduce words to their base 
or root form. This helps in standardizing the text data by 
converting variations of a word. These pre-processing steps 
were implemented to ensure the dataset's consistency and to 
avoid poor model training and inaccurate outcome due to 
inconsistencies in the dataset [27]. After applying data pre-
processing techniques to enhance the quality of the dataset, the 
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next step involved splitting the dataset into two distinct parts: a 
training dataset and a testing dataset. The dataset was split in a 
ratio of 80:20, with 80% of the tweets allocated to the training 
dataset and the remaining 20% reserved for the testing dataset. 
This ensures that a substantial portion of the data is utilized for 
training the model while still leaving a sizable portion for 
evaluation. 

C. Feature Extraction and Model Training 

When it comes to the machine learning models, the tweets 
in the training set undergo a process of vector representation 
using techniques like Bag of Words and TF-IDF. These 
techniques filter out irrelevant words and convert the tweets 
into numerical representations. By utilizing these vectorized 
representations, the classification algorithms are trained and 
tested on the given dataset. The results obtained from the 
testing dataset provide insights into the performance of these 
models in analyzing the sentiments [28]. The next step 
involves the classification of the data. In this process, several 
machine learning algorithms are utilized to train classifiers that 
can accurately predict the sentiment of the tweets. The 
following algorithms are applied to the training dataset: 
Support Vector Machine (SVM), Naïve Bayes, Logistic 
Regression, Decision Tree Classifier, and Random Forest 
Classifier. Each algorithm learns from the training data, 
capturing patterns and relationships between the tweet features 
and their corresponding sentiments. Once the classifiers are 
trained, they are evaluated using the testing dataset. By 
comparing the predicted sentiments with the actual sentiments 
of the tweets in the testing dataset, various performance metrics 
such as accuracy, precision, recall, and F1-score are calculated. 
Finally, the ROC AUC score for each model is compared. It is 
used to assess the degree of separability between the different 
classes. A higher ROC AUC score indicates that the model 
performs well in terms of classification [29]. Thus, these 
metrics provide insights into how well each classifier can 
performs in classifying the sentiments of the COVID-19 
vaccine-related tweets. 

On the other hand, the process for deep learning models 
differs slightly. In this case, the pre-processed data is directly 
fed into the deep learning algorithm. The deep learning 
algorithm itself takes care of both the feature extraction and 
model training phases. This feature extraction process is 
performed by the hidden layers of the neural network. It 
automatically learns and extracts relevant features from the 
data during the training process, eliminating the need for 
explicit feature extraction. Deep learning models consist of 
multiple layers of interconnected artificial neurons. Each 
neuron receives input signals, applies a mathematical 
operation, and produces an output signal. The outputs from one 
layer serve as inputs to the next layer, forming a hierarchical 
representation of the data. Once the model is trained, it can be 
tested on a separate test dataset, like how the machine learning 
algorithms are evaluated. The performance of the deep learning 
model on the test dataset helps analyze its effectiveness in 
sentiment classification. 

V. RESULTS 

The results for the machine learning and deep learning 
models have been separately illustrated. Deep learning models 

perform better than the machine learning models with a 
maximum accuracy of 90.42%. 

A. Machine Learning Models 

The results of the proposed models: Support Vector 
Machine (SVM), Logistic Regression (LR), Naive Bayes (NB), 
Decision Tree and Random Forest are shown in this section. 
Different assessment criteria, including Accuracy, Precision, 
Recall, F-score, Confusion matrix, and ROC curve, were 
utilized to evaluate the models reviewed here. First, the results 
for each model using Bag of Words feature extraction 
algorithm are shown and then using TF-IDF feature extraction 
techniques are shown. Then, using a unique feature extraction 
technique that works well, the comparison between the results 
for each classification model is displayed. 

B. Support Vector Machine 

Support vector machine model is used for classification, 
and this algorithm works on the concept of finding a 
hyperplane that provides the best separability between different 
classes. 

Support Vector Machine model with Bag of Words 
analyzed and registered 274 positive tweets correctly, 74 
positive tweets incorrectly, 362 negative tweets correctly and 
31 negative tweets incorrectly as per the confusion matrix.  
Based on this, Table I shows the major classification metrics 
precision, recall and f1-score for both the classes individually. 
Here, 1 is for the positive tweets and 0 is for the negative ones. 
For the positives, the precision score is 0.83, the f1-score is 
0.87 and the recall is 0.92. For the negatives, the precision 
score is 0.90, the f1-score is 0.84 and the recall is 0.79. The 
total accuracy of the model comes out to be 0.86. 

TABLE I. RESULT OF SUPPORT VECTOR MACHINE USING BAG OF 

WORDS 

 precision recall f1-score support 

0 0.90 0.79 0.84 348 

1 0.83 0.92 0.87 393 

accuracy   0.86 741 

Support Vector Machine with TFIDF analyzed and 
registered 307 positive tweets correctly, 41 positive tweets 
incorrectly, 351 negative tweets correctly and 42 negative 
tweets incorrectly as per the confusion matrix. Based on this, 
Table II shows the major classification metrics precision, recall 
and f1-score for both the classes individually. Here, 1 is for the 
positive tweets and 0 is for the negative ones. For the positives, 
the precision score is 0.90, the f1-score is 0.89 and the recall is 
0.89. For the negatives, the precision score is 0.88, the f1-score 
is 0.88 and the recall is 0.88. The total accuracy of the model 
comes out to be 0.89. 

TABLE II. RESULT OF SUPPORT VECTOR MACHINE USING TF-IDF 

 precision recall f1-score support 

0 0.88 0.88 0.88 348 

1 0.90 0.89 0.89 393 

accuracy   0.89 741 
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C. Naïve Bayes 

Naïve Bayes classifier is based on probability. It assumes 
that each variable input to the classifier is independent but 
gives good accuracy when applied. It uses conditional 
probability for obtaining the result. Conditional probability is 
basically calculating the probability of completing a certain 
task given a certain condition must always be satisfied. 

Naïve Bayes Model with Bag of Words analyzed and 
registered 281 positive tweets correctly, 67 positive tweets 
incorrectly, 355 negative tweets correctly and 38 negative 
tweets incorrectly in the confusion matrix. Based on this, Table 
III shows the major classification metrics precision, recall and 
f1-score for both the classes individually. Here, 1 is for the 
positive tweets and 0 is for the negative ones. For the positives, 
the precision score is 0.84, the f1-score is 0.87 and the recall is 
0.90. For the negatives, the precision score is 0.88, the f1-score 
is 0.84 and the recall is 0.81. The total accuracy of the model 
comes out to be 0.86. 

TABLE III. RESULT OF NAIVE BAYES USING BAG OF WORDS 

 precision recall f1-score support 

0 0.88 0.81 0.84 348 

1 0.84 0.90 0.87 393 

accuracy   0.86 741 

Naïve bayes with TFIDF analyzed and registered 271 
positive tweets correctly, 77 positive tweets incorrectly, 371 
negative tweets correctly and 22 negative tweets incorrectly in 
the confusion matrix. Based on this, Table IV shows the major 
classification metrics precision, recall and f1-score for both the 
classes individually. Here, 1 is for the positive tweets and 0 is 
for the negative ones. For the positives, the precision score is 
0.83, the f1-score is 0.85 and the recall is 0.78. For the 
negatives, the precision score is 0.83, the f1-score is 0.88 and 
the recall is 0.94. The total accuracy of the model comes out to 
be 0.87. 

TABLE IV. RESULT OF NAIVE BAYES USING TF-IDF 

 precision recall f1-score support 

0 0.92 0.78 0.85 348 

1 0.83 0.94 0.88 393 

accuracy   0.87 741 

D. Logistic Regression 

Decision tree classifier is used for classification and 
regression. It forms a tree-like structure and learns simple 
decision rules to predict the target class value. 

Logistic Regression with Bag of Words analyzed and 
registered 287 positive tweets correctly, 61 positive tweets 
incorrectly, 358 negative tweets correctly and 35 negative 
tweets incorrectly in the confusion matrix. Based on this, Table 
V shows the major classification metrics precision, recall and 
f1-score for both the classes individually. Here, 1 is for the 
positive tweets and 0 is for the negative ones. For the positives, 
the precision score is 0.85, the f1-score is 0.88 and the recall is 
0.91. For the negatives, the precision score is 0.89, the f1-score 

is 0.86 and the recall is 0.82. The total accuracy of the model 
comes out to be 0.87. 

TABLE V. RESULT OF LOGISTIC REGRESSION USING BAG OF WORDS 

 precision recall f1-score support 

0 0.89 0.82 0.86 348 

1 0.85 0.91 0.88 393 

accuracy   0.87 741 

Logistic Regression with TFIDF analyzed and registered 
295 positive tweets correctly, 53 positive tweets incorrectly, 
350 negative tweets correctly and 43 negative tweets 
incorrectly in the confusion matrix. Based on this, Table VI 
shows the major classification metrics precision, recall and f1-
score for both the classes individually. Here, 1 is for the 
positive tweets and 0 is for the negative ones. For the positives, 
the precision score is 0.87, the f1-score is 0.88 and the recall is 
0.89. For the negatives, the precision score is 0.87, the f1-score 
is 0.86 and the recall is 0.85. The total accuracy of the model 
comes out to be 0.87. 

TABLE VI. RESULT OF LOGISTIC REGRESSION USING TF-IDF 

 precision recall f1-score support 

0 0.87 0.85 0.86 348 

1 0.87 0.89 0.88 393 

accuracy   0.87 741 

E. Decision Tree Classifier 

Decision tree classifier is used for classification and 
regression. It forms a tree-like structure and learns simple 
decision rules to predict the target class value. 

Decision Tree Classifier analyzed and registered 257 
positive tweets correctly, 91 positive tweets incorrectly, 347 
negative tweets correctly and 46 negative tweets incorrectly in 
the confusion matrix. Based on this, Table VII shows the major 
classification metrics precision, recall and f1-score for both the 
classes individually. Here, 1 is for the positive tweets and 0 is 
for the negative ones. For the positives, the precision score is 
0.79, the f1-score is 0.84 and the recall is 0.88. For the 
negatives, the precision score is 0.85, the f1-score is 0.79 and 
the recall is 0.74. The total accuracy of the model comes out to 
be 0.82. 

On plotting its confusion matrix, Decision Tree classifier 
with TFIDF analyzed and registered 259 positive tweets 
correctly, 69 positive tweets incorrectly, 322 negative tweets 
correctly and 72 negative tweets incorrectly in the confusion 
matrix. Based on this, Table VIII shows the major 
classification metrics precision, recall and f1-score for both the 
classes individually. Here, 1 is for the positive tweets and 0 is 
for the negative ones. For the positives, the precision score is 
0.78, the f1-score is 0.80 and the recall is 0.82. For the 
negatives, the precision score is 0.78, the f1-score is 0.76 and 
the recall is 0.74. The total accuracy of the model comes out to 
be 0.78. 
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TABLE VII. RESULT OF DECISION TREE USING BAG OF WORDS 

 precision recall f1-score support 

0 0.85 0.74 0.79 348 

1 0.79 0.88 0.84 393 

accuracy   0.82 741 

TABLE VIII. RESULT OF DECISION TREE USING TF-IDF 

 precision recall f1-score support 

0 0.78 0.74 0.76 348 

1 0.78 0.82 0.80 393 

accuracy   0.78 741 

F. Random Forest Classifier 

Random Forest classifier uses many decision trees and 
finds the average of the results from these trees to obtain 
improved accuracy for prediction. 

Table IX shows the major classification metrics precision, 
recall and f1-score for both the classes individually. Here, 1 is 
for the positive tweets and 0 is for the negative ones. For the 
positives, the precision score is 0.81, the f1-score is 0.86 and 
the recall is 0.92. For the negatives, the precision score is 0.89, 
the f1-score is 0.81 and the recall is 0.75. The total accuracy of 
the model comes out to be 0.84. On plotting its confusion 
matrix, the random forest model analyzed and registered 258 
positive tweets correctly, 90 positive tweets incorrectly, 363 
negative tweets correctly and 30 negative tweets incorrectly as 
shown in Table IX. 

TABLE IX. RESULT OF RANDOM FOREST USING BAG OF WORDS 

 precision recall f1-score support 

0 0.89 0.75 0.81 348 

1 0.81 0.92 0.86 393 

accuracy   0.84 741 

Table X shows the major classification metrics precision, 
recall and f1-score for both the classes individually. Here, 1 is 
for the positive tweets and 0 is for the negative ones. For the 
positives, the precision score is 0.80, the f1-score is 0.87 and 
the recall is 0.94. For the negatives, the precision score is 0.92, 
the f1-score is 0.82 and the recall is 0.74. The total accuracy of 
the model comes out to be 0.85. On plotting its confusion 
matrix, the random forest classifier with TFIDF analyzed and 
registered 255 positive tweets correctly, 93 positive tweets 
incorrectly, 364 negative tweets correctly and 29 negative 
tweets incorrectly as shown in Table X. 

TABLE X. RESULT OF RANDOM FOREST USING TF-IDF 

 precision recall f1-score support 

0 0.92 0.74 0.82 348 

1 0.80 0.94 0.87 393 

accuracy   0.85 741 

G. Comparing Results 

The presented data in Table XI provides a comprehensive 
overview of the performance metrics evaluated across various 

models, specifically focusing on accuracy, precision, recall, 
and F1-score. These metrics were meticulously analyzed using 
the Bag of Words technique as the chosen method for feature 
extraction. By examining these performance indicators, 
valuable insights are gained into the effectiveness and 
efficiency of each model in the context of the analyzed dataset. 

TABLE XI. COMPARING RESULTS OF ALL THE MODELS USING BAG OF 

WORDS 

Model Accuracy Precision Recall F1-score 

SVM 0.8583 0.8733 0.8303 0.9211 

Naive Bayes 0.8583 0.8712 0.8412 0.9033 

Logistic 

Regression 
0.8704 0.8818 0.8544 0.8906 

Decision Tree 0.7841 0.8010 0.7834 0.8193 

Random Forest 0.8556 0.8715 0.8250 0.9236 

The following graph in Fig. 1 shows a comparison of 
accuracy score of different models with Bag of Words as the 
feature extraction method. 

 

Fig. 1. Accuracy bar plot for machine learning models with bag of words as 

feature extraction method. 

The following graph in Fig. 2 shows a comparison of ROC 
AUC score of different models with Bag of Words as the 
feature extraction method. 

 

Fig. 2. ROC curve machine learning models with bag of words as feature 

extraction method. 
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Here, ‘RF’ is Random Forest, ‘DT’ is Decision Tree, ‘LR’ 
is Logistic Regression, ‘NB’ is Naïve Bayes and ‘SVM’ is 
Support Vector Machine. 

From the ROC curve and the accuracy bar plot, it can be 
observed from these plots that most of the classifiers perform 
decently, and Logistic Regression classifier with Bag of Words 
feature extraction method performs the best with AUC score of 
0.942 and an accuracy of 87.0445%. Close to it is the Support 
Vector Machine and Naive Bayes classifier with an accuracy of 
85.8300%. 

The presented data in Table XII provides a comprehensive 
overview of the performance metrics evaluated across various 
models that are accuracy, precision, recall, and F1-score. These 
metrics have been diligently analyzed for all the models, with a 
specific focus on the utilization of the TF-IDF technique as the 
chosen approach for feature extraction. 

TABLE XII. COMPARING RESULTS OF ALL THE MODELS USING TF-IDF 

Model Accuracy Precision Recall f1-score 

SVM 0.8879 0.8943 0.8954 0.8931 

Naive Bayes 0.8664 0.8823 0.8281 0.9440 

Logistic 

Regression 
0.8704 0.8794 0.8685 0.8906 

Decision Tree 0.7841 0.8010 0.7834 0.8193 

Random Forest 0.8367 0.8585 0.7944 0.9338 

The following graph in Fig. 3 shows a comparison of 
accuracy scores of different models with TF-IDF as the feature 
extraction method. 

 

Fig. 3. Accuracy bar plot for machine learning models with TF-IDF as 

feature extraction method. 

The following graph in Fig. 4 shows a comparison of ROC 
AUC scores of different models with TF-IDF as the feature 
extraction method. Here, ‘RF’ is Random Forest, ‘DT’ is 
Decision Tree, ‘LR’ is Logistic Regression, ‘NB’ is Naïve 
Bayes and ‘SVM’ is Support Vector Machine. 

From the ROC curve and the accuracy bar plot, it can be 
observed from these plots that all the classifiers perform 
decently, and Support Vector Machine classifier with TF-IDF 
feature extraction method performs the best with an AUC score 
of 0.95 and an accuracy of 88.7989%. Close to it is the Logistic 
Regression and Naive Bayes classifier with an accuracy of 
87.0445% and 86.6397% respectively. 

 

Fig. 4. ROC curve machine learning models with TF-IDF as feature 

extraction method. 

H. Deep Learning Models 

1) BERT: The deep learning model BERT worked 

efficiently with the dataset and gave a validation accuracy of 

90.42%. The mode ran for three epochs where it gave an 

accuracy of 89.88% in first epoch, 89.20% in the second epoch 

and finally 90.42% in the third epoch which was the highest. 

The above graph in Fig. 5 shows the relationship between 
loss and the learning rate. The model experienced the 
minimum loss when the learning rate was around 10^ (-4). 

 

Fig. 5. A plot between learning rate and loss. 

2) LSTM: The deep learning model LSTM worked 

decently with the dataset and gave a validation accuracy of 

88.26. The mode ran for 5 epochs where it gave an accuracy of 

70.04 in first epoch, 86.50 in the second epoch, 87.58 in the 

third epoch, 87.72 in the fourth and finally 88.26 in the fifth 

epoch which was the highest. The following graph in Fig. 6 

showcases the plot between the accuracy and the number of 

epochs with the training and the validation set. 
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Fig. 6. Accuracy of LSTM model for both training and test set. Here 

accuracy refers to the training set accuracy and val_accuracy refers to the 
testing set accuracy. 

Here the validation accuracy goes nearly constant after 
intersecting with accuracy at 0.88 whereas the accuracy plot 
keeps on increasing and takes over after the intersection. 

The following graph in Fig. 7 showcases the plot between 
the loss and the number of epochs with the training and the 
validation set. 

 

Fig. 7. Loss of LSTM model for both training and test set. Here loss refers 

to the training set loss and val_loss refers to the testing set loss. 

VI. CONCLUSIONS 

The aim of this study is to analyze the sentiments of people 
about the COVID-19 vaccine that has been introduced recently 
through the social media platform ‘Twitter’. To be able to 
evaluate the opinion of the public, a dataset with the most 
recent tweets was taken and applied two word embedding 
techniques to them. Five machine learning algorithms and two 
deep learning algorithms have been utilized for classification of 
tweets into positive and negative. Experimental results suggest 
that out of the machine learning models used, Support vector 
machine when used with TF-IDF as word embedding 
technique gives the highest accuracy. However, deep learning 
models give a higher accuracy. LSTM model when used with 
some preprocessing gave the accuracy 88.26% after four 
epochs. They helped in analyzing that most people have a 
positive outlook for the COVID-19 vaccine, while some part of 
the population is still hesitant about it. The possible reasons for 
the same can be that people fear that the vaccine might have 
side effects, or they might not be open to accept a new vaccine 

introduced to the market, or they are not aware enough about 
the consequences of not taking the COVID vaccine. Compared 
to the related research papers the highest accuracy obtained 
using LSTM is 90.59 % and our model has predicted with the 
highest accuracy of 90.42% using BERT techniques. This 
study can be of utmost importance to organizations analyzing 
the sentiment of a large population towards the COVID-19 
vaccine in turn acting as a tool to find out ways to cope with 
the problem. It can help them find what section of society is 
hesitant and why, so that they can probably change something 
or improve the quality of services they provide. 

However, it should be noted that this study uses only two 
feature extraction methods, Bag of Words and TF-IDF. Future 
work might consider utilizing alternative feature extraction 
methods such as Word2Vec and GloVe to further improve the 
effectiveness of the models. Another important aspect to 
consider can be the geographic and cultural context. While this 
study analyzed sentiments on a global level, further research 
could focus on sentiment analysis within specific regions or 
countries. This would allow for a better understanding of the 
variations in public opinion and can help identify country-
specific challenges, such as vaccine hesitancy, misinformation, 
or unique socio-political factors that influence sentiment. 
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