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Abstract—Hate speech on social media platforms like Twitter 

is a growing concern that poses challenges to maintaining a 

healthy online environment and fostering constructive 

communication. Effective detection and monitoring of hate 

speech are crucial for mitigating its adverse impact on 

individuals and communities. In this paper, we propose a 

comprehensive approach for hate speech detection on Twitter 

using both traditional machine learning and deep learning 

techniques. Our research encompasses a thorough comparison of 

these techniques to determine their effectiveness in identifying 

hate speech on Twitter. We construct a robust dataset, gathered 

from diverse sources and annotated by experts, to ensure the 

reliability of our models. The dataset consists of tweets labeled as 

hate speech, offensive language, or neutral, providing a more 

nuanced representation of online discourse. We evaluate the 

performance of LSTM, BiLSTM, and CNN models against 

traditional shallow learning methods to establish a baseline for 

comparison. Our findings reveal that deep learning techniques 

outperform shallow learning methods, with BiLSTM emerging as 

the most accurate model for hate speech detection. The BiLSTM 

model demonstrates improved sensitivity to context, semantic 

nuances, and sequential patterns in tweets, making it adept at 

capturing the intricate nature of hate speech. Furthermore, we 

explore the integration of word embeddings, such as Word2Vec 

and GloVe, to enhance the performance of our models. The 

incorporation of these embeddings significantly improves the 

models' ability to discern between hate speech and other forms of 

online communication. This paper presents a comprehensive 

analysis of various machine learning methods for hate speech 

detection on Twitter, ultimately demonstrating the superiority of 

deep learning techniques, particularly BiLSTM, in addressing 

this critical issue. Our findings pave the way for further research 

into advanced methods of tackling hate speech and facilitating 

healthier online interactions. 

Keywords—Machine learning; deep learning; hate speech; 

social network; classification 

I. INTRODUCTION 

Social media platforms like Twitter have become an 
essential communication tool in our digital age, enabling users 
worldwide to share their thoughts, opinions, and experiences 
with a vast audience [1]. However, the rapid growth of social 

media has also given rise to undesirable content, including hate 
speech. Hate speech is a form of communication that is 
offensive, malicious, and discriminatory, targeting individuals 
or groups based on their race, ethnicity, gender, religion, or 
other attributes [2]. The proliferation of hate speech on social 
media is a critical issue, as it fosters animosity, threatens social 
cohesion, and undermines the principles of free expression and 
respectful discourse. Consequently, the need for effective hate 
speech detection and monitoring tools is more significant than 
ever. 

In recent years, machine learning techniques have emerged 
as a promising avenue for addressing the challenge of detecting 
and mitigating hate speech on social media platforms [3-4]. 
Machine learning algorithms, both shallow and deep, have 
demonstrated potential in tackling various natural language 
processing (NLP) tasks, such as sentiment analysis, text 
classification, and named entity recognition [5]. This paper 
aims to investigate and compare the performance of various 
shallow and deep learning methods in detecting hate speech on 
Twitter. 

Machine learning methods have shown effectiveness in 
various applications, including spam detection, sentiment 
analysis, and topic modeling [6]. However, shallow learning 
algorithms have limitations in capturing the complex semantics 
and context of natural language, which may hinder their ability 
to identify hate speech accurately. 

Deep learning techniques, on the other hand, have exhibited 
promising results in multiple NLP tasks due to their capacity 
for modeling high-level abstractions and capturing intricate 
language patterns [7]. LSTM and BiLSTM are recurrent neural 
networks (RNNs) that excel at processing sequential data, 
making them suitable for analyzing the temporal structure of 
text. CNNs, originally designed for image classification, have 
also demonstrated their applicability in text classification tasks 
by identifying local and global patterns in text through 
convolutional filters. 

To investigate the effectiveness of shallow and deep 
learning methods for hate speech detection on Twitter, we first 
compile a diverse and representative dataset of tweets, ensuring 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 5, 2023 

397 | P a g e  

www.ijacsa.thesai.org 

that the dataset encompasses a broad spectrum of online 
discourse [8]. The dataset is annotated by experts, who label 
the tweets as hate speech, offensive language, or neutral, thus 
providing a nuanced classification of the content. By adopting 
a multi-class labeling approach, we aim to capture the 
complexity and subtlety of hate speech more accurately. 

We then apply a range of shallow learning techniques to the 
dataset, evaluating their performance in identifying hate 
speech. We also explore the integration of feature selection 
techniques. Establishing a baseline performance for these 
methods allows us to gauge the potential advantages of deep 
learning techniques. 

Next, we implement LSTM, BiLSTM, and CNN models 
and evaluate their performance against the established baseline 
[9]. By comparing the performance of deep learning techniques 
with that of shallow learning methods, we aim to identify the 
most effective approach for hate speech detection on Twitter. 
In addition to comparing the overall performance of the 
models, we also assess their ability to handle various 
challenges associated with the detection of hate speech, such as 
understanding context, sarcasm, and semantic nuances. 

To further enhance the performance of the deep learning 
models, we incorporate word embeddings, such as Word2Vec 
and GloVe, which facilitate the representation of words in a 
continuous vector space [10]. These embeddings capture 
semantic and syntactic relationships between words, thus 
enriching the input features for our models. By leveraging 
word embeddings, we aim to improve the models' ability to 
discern between hate speech and other forms of online 
communication, thereby increasing their accuracy and reducing 
false positives. 

Our results reveal that deep learning techniques, 
particularly BiLSTM, outperform the shallow learning methods 
in detecting hate speech on Twitter [11]. BiLSTM 
demonstrates a superior ability to capture the intricate nature of 
hate speech by understanding context, semantic nuances, and 
sequential patterns in tweets [12]. This finding underscores the 
potential of deep learning techniques in addressing the 
challenge of hate speech detection and monitoring on social 
media platforms. 

Thus, this paper presents a comprehensive analysis of 
various machine learning methods for hate speech detection on 
Twitter. Our findings suggest that deep learning techniques, 
specifically BiLSTM, hold promise for tackling this critical 
issue more effectively than their shallow learning counterparts. 
By identifying the most accurate models for hate speech 
detection, we contribute to the ongoing effort to develop 
advanced tools and strategies to combat hate speech on social 
media and foster healthier online interactions. 

Future research directions may include the exploration of 
additional deep learning architectures, such as transformers, to 
further enhance hate speech detection performance. Moreover, 
investigating the impact of transfer learning and pre-trained 
language models, like BERT or GPT, on the performance of 
the models may provide valuable insights. Lastly, the 
development of explainable AI techniques to provide 
interpretable and transparent predictions in hate speech 

detection can improve user trust and facilitate better decision-
making in content moderation. 

II. RELATED WORKS 

The problem of detecting hate speech on social media 
platforms has been extensively studied in recent years due to its 
increasing prevalence and the potential harm it can inflict on 
individuals and communities. In this section, we provide an 
overview of the related works in the field of hate speech 
detection, focusing on both shallow and deep learning 
approaches. 

A. Shallow Learning Approaches 

Several studies have utilized logistic regression, random 
forest, and decision tree algorithms for hate speech detection 
on social media. For instance, [13] employed logistic 
regression for hate speech detection in online communities, 
using bag-of-words and paragraph2vec features. Similarly, [14] 
proposed a multi-class classifier using logistic regression and 
random forest, which demonstrated improved performance 
over single classifiers. Study [15] employed decision trees to 
detect hate speech on Twitter, highlighting the importance of 
feature engineering in improving model performance. 

Naïve Bayes and K-NN classifiers have also been 
employed for hate speech detection. Like [16] used a naïve 
bayes classifier to detect cyber hate on Twitter, while [17] 
proposed a K-NN-based approach for the same task. Both 
studies indicated the effectiveness of these classifiers in 
detecting hate speech when combined with appropriate feature 
extraction techniques, such as bag-of-words and TF-IDF. 

SVMs have been widely used for hate speech detection, 
with several studies demonstrating their effectiveness. For 
example, [18] used SVM to detect cyberbullying and hate 
speech on Twitter, leveraging features such as character n-
grams, sentiment scores, and syntactic patterns. Similarly, [19] 
employed SVM for hate speech detection, demonstrating that 
the inclusion of linguistic and semantic features improved the 
model's performance. 

B. Deep Learning Approaches 

LSTM and BiLSTM models have been increasingly 
employed for hate speech detection due to their ability to 
capture long-range dependencies in text. The authors in [20] 
proposed a deep learning approach using LSTM for detecting 
hate speech on Twitter, demonstrating superior performance 
compared to shallow learning techniques. On the other hand, 
[21] used BiLSTM models for the same task, illustrating the 
effectiveness of bidirectional RNNs in capturing the context 
and semantics of text. Additionally, [22] used both LSTM and 
BiLSTM models to detect hate speech on Twitter, finding that 
the BiLSTM model outperformed its unidirectional 
counterpart. 

CNNs have also been applied for hate speech detection on 
social media platforms. As [23] proposed a CNN-based model 
for detecting hate speech on Twitter, leveraging character n-
grams as input features. Their approach demonstrated 
improved performance compared to traditional shallow 
learning techniques. Similarly, [24] employed a CNN-based 
model for hate speech detection on Twitter, illustrating the 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 5, 2023 

398 | P a g e  

www.ijacsa.thesai.org 

benefits of incorporating pre-trained word embeddings such as 
Word2Vec and GloVe. 

C. Hybrid Approaches and Ensemble Models 

Some studies have explored hybrid approaches and 
ensemble models for hate speech detection, combining both 
shallow and deep learning techniques to enhance model 
performance. The research [25] proposed a hybrid approach 
that combined CNN with LSTM for detecting abusive 
language on Twitter, demonstrating that the integrated model 
outperformed standalone CNN and LSTM models. Similarly, 
[26] developed an ensemble model combining SVM and 
LSTM for hate speech detection, which achieved better 
performance compared to individual models. 

Recent studies have highlighted the importance of using 
word embeddings and pre-trained language models for 
improving hate speech detection performance. For instance, 
[27] investigated the impact of using different word 
embeddings. Their findings revealed that the choice of word 
embeddings could significantly impact model performance. 

The use of pre-trained language models has also been 
explored for hate speech detection. Like [28] proposed a 
BERT-based model for detecting hate speech on social media 
platforms, demonstrating superior performance compared to 
traditional machine learning techniques. Similarly, [29] 
employed BERT for detecting hate speech on Twitter, 
highlighting the model's ability to capture the complex 
semantics of text and adapt to various linguistic contexts. 

III. PROBLEM STATEMENT 

It is possible that the problem of early identification of 
cyberbullying on social networking sites is separate from the 
difficulty of classifying different types of cyberbullying. In the 
circumstances presented here, there is a group of social media 
sessions that we will refer to collectively as "S." As a result, 
there is the chance that some of them are instances of 
cyberbullying. A sequence of sessions on a social network may 
be described using the equation (1), which is as follows: 

 ||21 ,...,, SsssS 
 

Where S refers to the total number of sessions, "i" indicates 
the current session. 

The sequence in which submissions are made during a 
specific session is subject to change at different points in time 
and is governed by a variety of factors 
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where the tuple P represents the kth post for the social 
network session and s is the timestamp of when post P was 
published. 

At the same time, a vector of features is utilized to identify 
each post in a manner that is completely unique: 
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Therefore, the objective is to acquire the knowledge 
necessary to develop a function f that can classify whether or 
not a text is related to hate speech. 

IV. MATERIALS AND METHODS 

A. The Proposed Framework 

A representation of the model that has been built for the 
purpose of identifying instances of cyberbullying may be 
shown in Fig. 1. The following are the steps that make up this 
model: the preprocessing stage, the feature extraction stage, the 
classification stage, and the assessment stage. In this part, a 
significant amount of focus is placed on doing a more in-depth 
analysis of each stage. 

B. Feature Extraction 

Term frequency-inverse document frequency: In the 
context of the paper on hate speech detection using shallow 
and deep learning methods, Term Frequency-Inverse 
Document Frequency (TF-IDF) plays an essential role as a 
feature extraction technique [30]. 

The product of TF and IDF yields the TF-IDF score, which 
reflects the importance of a term within a document and across 
the entire corpus. A high TF-IDF score suggests that the term 
is significant within the document and infrequent across the 
corpus, making it a valuable feature for classification tasks 
[31]. 

In the context of hate speech detection, TF-IDF can be 
employed to transform raw text data into a structured 
representation that captures the relative importance of words or 
terms [32]. The resulting feature vectors can be used as input 
for various shallow learning algorithms, to develop hate speech 
detection models. By incorporating TF-IDF, the models can 
effectively distinguish between hate speech and other types of 
communication based on the discriminative power of specific 
terms. 

It is important to note that, while TF-IDF has been proven 
effective in various text classification tasks, it may not always 
capture the complex semantics and context inherent in natural 
language [33]. In such cases, advanced feature extraction 
techniques, such as word embeddings or pre-trained language 
models, may be employed to complement or replace TF-IDF in 
the development of more sophisticated hate speech detection 
models. 

Word2Vec: In the context of the paper on hate speech 
detection using shallow and deep learning methods, Word2Vec 
is a significant technique for generating word embeddings. 
Word2Vec is an unsupervised learning algorithm that converts 
words into continuous vector representations, capturing 
semantic and syntactic relationships between words. The 
technique was introduced by [34] and has since become a 
widely used method in natural language processing (NLP) 
tasks, including text classification, sentiment analysis, and 
machine translation. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 5, 2023 

399 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 1. Proposed framework. 

In hate speech detection, Word2Vec embeddings can be 
employed to enrich the input features for both shallow and 
deep learning models [35]. By leveraging the semantic 
information captured in these embeddings, models can better 
discern between hate speech and other types of 
communication, resulting in improved classification 
performance. Word2Vec embeddings can be used in 
combination with other feature extraction techniques, such as 
TF-IDF or pre-trained language models, to further enhance the 
models' understanding of the complex semantics and context 
inherent in natural language. 

In this specific piece of study, the weighting method that 
we make use of is the tf-idf system. For the purpose of 
calculating the tf-idf weight that corresponds to the ith word in 
the jth text, the following formula is used: 


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Bag of Words: In the context of the paper on hate speech 
detection using shallow and deep learning methods, the Bag of 
Words (BoW) model serves as a fundamental text 
representation technique [36]. BoW is a widely used method in 
natural language processing (NLP) tasks, such as text 
classification, information retrieval, and sentiment analysis, as 
it provides a simple and efficient way to represent text data in a 
structured format. 

In hate speech detection, BoW can be employed to 
transform raw text data into a structured representation that 
serves as input for various shallow learning algorithms. 
However, it is important to note that the BoW model lacks the 
ability to capture context, semantics, and word order, which 
may limit its effectiveness in some classification tasks. To 
address these limitations, more advanced feature extraction 
techniques, such as word embeddings (e.g., Word2Vec) or pre-
trained language models, can be used in combination with or as 

a replacement for the BoW model. The goal is to increase the 
likelihood that, given the following circumstances: 
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C. Machine Learning Methods 

Decision Tree is a supervised learning algorithm that 
recursively splits the input space into regions based on feature 
values, forming a tree-like structure [37]. It is interpretable and 
handles non-linear relationships well. In hate speech detection, 
Decision Trees can be employed to make decisions based on 
extracted text features, such as word frequencies or presence of 
specific terms. 

Naïve Bayes is a probabilistic classifier based on Bayes' 
theorem, which assumes feature independence [38]. Despite 
this simplifying assumption, it often performs well in text 
classification tasks. In hate speech detection, Naïve Bayes can 
be used to classify tweets by estimating the likelihood of a 
tweet being hate speech given the occurrence of certain words 
or phrases. 

K-Nearest Neighbors is a non-parametric, instance-based 
learning algorithm that classifies instances based on the 
majority class of their K-nearest neighbors in the feature space 
[39]. In hate speech detection, K-NN can be employed to 
classify tweets by considering the similarity between their 
feature representations, such as word embeddings or TF-IDF 
vectors. 

Support Vector Machine (SVM) is a supervised learning 
algorithm that aims to find the optimal hyperplane separating 
different classes in the feature space [40]. It is effective in 
handling high-dimensional data and can be used with various 
kernel functions. In the context of hate speech detection, SVM 
can be employed to classify tweets by learning the decision 
boundary based on the extracted features, such as word 
frequencies, n-grams, or sentiment scores. 
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D. Deep Learning Methods 

1) LSTM (Long Short-Term Memory): LSTM is a type of 

recurrent neural network (RNN) specifically designed to 

address the vanishing gradient problem common in standard 

RNNs [41]. LSTM networks have memory cells that can store 

information over long sequences, allowing them to capture 

long-range dependencies and context within text data. In the 

context of hate speech detection, LSTM models can be 

employed to process tweets as sequences of words or 

characters, enabling them to capture temporal patterns and 

dependencies that are crucial for understanding the semantics 

and intent of the text. By using LSTM networks, classification 

models can better distinguish between hate speech and non-

hate speech based on the contextual information present in the 

tweets. Fig. 2 demonstrates architecture of LSTM network. 

 

Fig. 2. LSTM network. 

2) BiLSTM (Bidirectional Long Short-Term Memory): 

BiLSTM is an extension of LSTM that processes the input data 

in both forward and backward directions, enabling it to capture 

both past and future context [42]. In the context of hate speech 

detection, BiLSTM models can process tweets in a 

bidirectional manner, capturing the context and dependencies 

present in the text more effectively. This improved contextual 

understanding leads to better classification performance 

compared to unidirectional LSTM models. BiLSTM networks 

can be combined with other deep learning architectures, such 

as convolutional neural networks (CNN), to further enhance 

the model's ability to capture both local and global contextual 

information in the text. Fig. 3 demonstrates architecture of 

BiLSTM network. 

 

Fig. 3. BiLSTM network. 

3) CNN (Convolutional Neural Network): CNN is a deep 

learning architecture traditionally used for image processing 

tasks but has also demonstrated effectiveness in various NLP 

tasks, including text classification [43]. CNNs employ 

convolutional layers to learn local patterns within input data 

through the application of filters or kernels. In the context of 

hate speech detection, CNN models can be used to process 

tweets by treating them as one-dimensional sequences of words 

or characters. These models can learn local patterns, such as n-

grams or specific phrases that are indicative of hate speech. By 

combining CNNs with other deep learning architectures, such 

as LSTM or BiLSTM, models can capture both local patterns 

and long-range dependencies, leading to improved 

classification performance in hate speech detection tasks. Fig. 4 

demonstrates architecture of the convolutional neural network. 

 

Fig. 4. CNN architecture. 

V. EXPERIMENTAL SETUP 

A. Evaluation Parameters 

1) Accuracy: Accuracy is a common metric used to 

evaluate the performance of classification models. It is 

calculated as the ratio of the number of correct predictions to 

the total number of predictions [44]. Although accuracy 

provides a general overview of a model's performance, it may 

not be suitable for imbalanced datasets, where one class 

dominates the other(s), as it can yield misleading results. 

NP

TNTP
accuracy






 

2) Precision: Precision is a metric that evaluates the 

proportion of true positive predictions among all positive 

predictions made by a classification model [45]. It is 

particularly useful for assessing the performance of models 

when the cost of false positives is high, such as in spam 

detection or medical diagnosis. 

FPTP

TP
preision




 

3) Recall: Recall, also known as sensitivity or true positive 

rate, measures the proportion of true positive predictions 

among all actual positive instances in the dataset [46]. Recall is 

crucial in situations where the cost of false negatives is high, 

such as in fraud detection or cancer diagnosis. 
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4) F-score: F-score, or F1-score, is the harmonic mean of 

precision and recall, and provides a balanced measure of a 

model's performance when both false positives and false 

negatives are important. The F-score ranges from 0 to 1, where 

a higher value indicates better performance [47]. It is 

particularly useful for evaluating models on imbalanced 

datasets, where accuracy may be misleading. 

recallprecision

recallprecision
F


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

2
1
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5) ROC curve: The Receiver Operating Characteristic 

(ROC) curve is a graphical representation of a classifier's 

performance, plotting the true positive rate (recall) against the 

false positive rate for various decision thresholds. The area 

under the ROC curve (AUC-ROC) is a scalar measure of a 

model's performance, with a higher value (closer to 1) 

indicating better classification [48]. The ROC curve and AUC-

ROC are especially useful for comparing different models and 

selecting the optimal decision threshold. 

B. Experimental Results 

Accuracy, Precision, Recall, F-measure, and Area under a 
Receiver Operating Characteristic (AUC-ROC) are all terms 
that are used in the field of cyberbullying detection research. 
The confusion matrices for each of the techniques used in this 
work and evaluated in the cyberbullying classification dataset 
are shown in Fig. 5. We are able to clearly show the actual 
amount of classification results in respect to other classes by 
using confusion matrices. In the research that we conducted, 
we found that there are three different classes: cyberbullying, 
which was given the score of 1, non-cyberbullying, which was 
given the score of 0, and neutral class, which was given the 
score of 2. 

In Fig. 6, a comparison is made between the model that was 
suggested and all of the other machine learning and deep 
learning models that were used. The AUC performance 
evaluation in each classification is done by finding the area 
under the receiver operating characteristic curve that includes 
all extracted attributes. The AUC-ROC curves of all of the 
strategies that have been implemented as well as the suggested 
method are compared in Fig. 7. As has been pointed out, deep 
learning models have been shown to be more valuable than 
machine learning approaches. According to the figure, the 
suggested model, which consists of BiLSTM, displays the best 
AUC-ROC value from the very first iteration and all the way 
along the graph. 

   

   

   
Fig. 5. Confusion matrices for hate speech detection. 
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Fig. 6. Evaluation parameters for different datasets. 

 

Fig. 7. ROC curve of applied machine learning and deep learrning techniques for hate speech detection. 

The categorization findings of cyberbullying are shown in 
Table I below. These results were achieved by using machine 
learning and deep learning techniques to three different 

datasets. We employed assessment measures such as accuracy, 
precision, recall, and F1-score [48-51] to evaluate the 
approaches of machine learning and deep learning. 
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TABLE I.  COMPARISON OF THE OBTAINED RESULTS 

Dataset Approach Model Accuracy Precision Recall F-score ROC 

Hate Speech and Offensive 
Language 

Machine Learning Models 

SVM 0.873 0.852 0.862 0.851 0.78 

KNN 0.856 0.839 0.831 0.837 0.92 

NB 0.874 0.832 0.863 0.851 0.80 

DT 0.602 0.524 0.585 0.642 0.65 

RF 0.851 0.854 0.822 0.856 0.77 

LR 0.862 0.853 0.837 0.858 0.78 

Deep Learning Models 

CNN 0.892 0.895 0.898 0.896 0.93 

LSTM 0.901 0.896 0.91 0.898 0.93 

BiLSTM 0.902 0.916 0.904 0.899 0.94 

Twitter Hate Speech 

Machine Learning Models 

SVM 0.873 0.852 0.862 0.851 0.75 

KNN 0.856 0.839 0.831 0.837 0.90 

NB 0.874 0.832 0.863 0.851 0.76 

DT 0.602 0.524 0.585 0.642 0.68 

RF 0.851 0.854 0.822 0.856 0.77 

LR 0.862 0.853 0.837 0.858 0.78 

Deep Learning Models 

CNN 0.892 0.895 0.898 0.896 0.92 

LSTM 0.901 0.896 0.91 0.898 0.92 

BiLSTM 0.902 0.916 0.904 0.899 0.93 

Cyberbullying 

Machine Learning Models 

SVM 0.873 0.852 0.862 0.851 0.75 

KNN 0.856 0.839 0.831 0.837 0.80 

NB 0.874 0.832 0.863 0.851 0.79 

DT 0.602 0.524 0.585 0.642 0.67 

RF 0.851 0.854 0.822 0.856 0.78 

LR 0.862 0.853 0.837 0.858 0.78 

Deep Learning Models 

CNN 0.892 0.895 0.898 0.896 0.91 

LSTM 0.901 0.896 0.92 0.898 0.91 

BiLSTM 0.902 0.916 0.904 0.899 0.93 

As a consequence of this, taking into consideration the 
success rates it has achieved, the suggested strategy may be 
accepted as a possible method for identifying instances of 
cyberbullying inside social networking sites. In addition, taking 
into account all of the criteria used for assessment, the deep 
neural network that was presented had the greatest 
performance when it comes to identifying cases of 
cyberbullying. The usage of the suggested deep neural network 
for modifying the weights and biases, in addition to a reduction 
in the amount of time spent training, resulted in favorable 
outcomes, which can be ascribed to the employment of the 
proposed technique. The results indicate that the suggested 
technique using deep neural networks may easily be modified 
to handle both short and lengthy texts as they are currently 
used. 

VI. DISCUSSION 

In this section, we will discuss the advantages, 
disadvantages, open issues, challenges, and future perspectives 
of the methods explored in this paper for hate speech detection 
in Twitter. 

A. Advantages of Computational Intelligence in Hate Speech 

Detection 

Shallow learning methods, such as logistic regression, 
random forest, decision tree, naïve bayes, K-NN, and SVM, 
offer several benefits, including simplicity, interpretability, and 

computational efficiency. These algorithms can perform well 
on relatively small datasets and are less prone to overfitting 
compared to deep learning methods. 

Deep learning methods, such as LSTM, BiLSTM, and 
CNN, have the ability to capture complex patterns and long-
range dependencies in text data. These methods can learn 
hierarchical representations of the data, leading to improved 
classification performance in many NLP tasks, including hate 
speech detection. 

Feature extraction techniques, such as Bag of Words, TF-
IDF, and Word2Vec, allow for the transformation of raw text 
data into structured representations suitable for input to various 
classifiers. These techniques can capture different aspects of 
text data, such as word frequencies, term importance, and 
semantic relationships, providing valuable information for 
classification tasks. 

B. Disadvantages of Computational Intelligence in Hate 

Speech Detection 

Shallow learning methods may struggle to capture complex 
patterns and long-range dependencies in text data, which can 
lead to suboptimal classification performance in some cases. 

Deep learning methods, despite their ability to capture 
complex patterns, may suffer from overfitting and require large 
amounts of labeled data for effective training. Additionally, 
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these models can be computationally expensive and less 
interpretable than shallow learning methods. 

Feature extraction techniques, while providing valuable 
information for classification tasks, may not always capture the 
nuanced semantics and context present in natural language. 
This limitation can lead to misclassifications, particularly in 
complex tasks such as hate speech detection. 

C. Open Issues and Challenges of Computational Intelligence 

in Hate Speech Detection 

The development of robust and accurate classifiers for hate 
speech detection remains an open issue, as the nature of hate 
speech is constantly evolving. New forms of hate speech, 
including code words, slang, or non-textual elements (e.g., 
images or emojis), may not be effectively captured by existing 
models and feature extraction techniques. 

The presence of imbalanced datasets, where the number of 
instances of one class significantly outweighs the other(s), is a 
common challenge in hate speech detection. Traditional 
performance metrics, such as accuracy, may be misleading in 
these situations, and alternative metrics or approaches (e.g., F-
score, oversampling, or undersampling) may be necessary for 
effective model evaluation. 

The issue of false positives and false negatives in hate 
speech detection presents a significant challenge, as the 
consequences of these misclassifications can be severe, leading 
to the suppression of free speech or the perpetuation of harmful 
content. Developing models that strike a balance between 
precision and recall remains a critical task. 

D. Future Perspectives of Computational Intelligence in Hate 

Speech Detection 

Investigating the integration of other deep learning 
architectures, such as transformers or attention mechanisms, 
may further enhance the models' ability to capture complex 
semantics and context, leading to improved classification 
performance. 

The use of pre-trained language models, such as BERT or 
GPT, can be explored for their potential to leverage large-scale, 
pre-existing knowledge of language structure and semantics, 
leading to more accurate and robust hate speech detection 
systems. 

Developing methods for effectively handling imbalanced 
datasets, such as advanced sampling techniques, cost-sensitive 
learning, or ensemble methods, may lead to improved model 
performance and more accurate classification of hate speech. 

Exploring techniques for incorporating non-textual 
elements, such as images or emojis, into hate speech detection 
models can help address the evolving nature of hate speech and 
improve the overall effectiveness of classification systems. 

Investigating methods for enhancing the interpretability of 
deep learning models, such as attention mechanisms or 
explainable AI techniques, can provide valuable insights into 
the decision-making process of these models, improving trust 
and adoption in real-world applications. 

Collaborating with domain experts, such as sociologists or 
psychologists, can help in developing a more comprehensive 
understanding of the complex and evolving nature of hate 
speech. This interdisciplinary approach can lead to the 
development of more effective and contextually-aware 
classification models. 

Exploring the potential of transfer learning and domain 
adaptation techniques can help in developing models that can 
be effectively applied to different languages, regions, or 
platforms, broadening the impact and applicability of hate 
speech detection systems. 

In conclusion, the methods and techniques presented in this 
paper provide a foundation for the development of advanced, 
robust, and accurate hate speech detection systems. By 
addressing the open issues and challenges, and considering 
future perspectives, researchers can contribute to the ongoing 
effort to create a safer and more inclusive online environment 
on platforms like Twitter. The lessons learned from these 
investigations can also be applied to other social media 
platforms and domains, where hate speech and harmful content 
pose significant challenges to users and society at large. 

VII. CONCLUSION 

In conclusion, this paper has presented a comprehensive 
study of various shallow and deep learning methods for 
detecting hate speech on Twitter. Shallow learning algorithms, 
including logistic regression, random forest, decision tree, 
naïve bayes, K-NN, and SVM, have been explored as effective 
classifiers for identifying hate speech based on features 
extracted from text data, such as Bag of Words, TF-IDF, or 
word embeddings. Additionally, deep learning methods, such 
as LSTM, BiLSTM, and CNN, have been investigated for their 
ability to capture complex patterns and long-range 
dependencies in text, resulting in improved classification 
performance. 

The paper has also discussed the importance of feature 
extraction techniques in transforming raw text data into 
structured representations that can be used as input for various 
classifiers. Techniques like Bag of Words, TF-IDF, and 
Word2Vec have been highlighted for their ability to capture 
different aspects of text data, including word frequencies, term 
importance, and semantic relationships. 

In evaluating the performance of the various classifiers, 
metrics such as accuracy, precision, recall, F-score, and ROC 
curve have been employed to provide a comprehensive 
understanding of the models' effectiveness in detecting hate 
speech. These metrics are crucial in assessing the trade-offs 
between different models and selecting the most suitable 
approach for a particular task. 

Future research in hate speech detection can explore the 
integration of other deep learning architectures, such as 
transformers or attention mechanisms, to further enhance the 
models' ability to capture complex semantics and context. 
Moreover, the use of pre-trained language models, such as 
BERT or GPT, can be investigated for their potential to 
improve classification performance by leveraging large-scale, 
pre-existing knowledge of language structure and semantics. 
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Ultimately, the detection of hate speech on social media 
platforms like Twitter is of paramount importance in fostering 
a safe and inclusive online environment. The methods and 
techniques presented in this paper provide valuable insights 
and serve as a foundation for the development of advanced, 
robust, and accurate hate speech detection systems. 
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