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Abstract—In this article, we provide a MoveNET-based 

technique that we think may be used to detect violent actions. 

This strategy does not need high-computational technology, and 

it is able to put into action in a very short amount of time. Our 

method is comprised of two stages: first, the capture of features 

from photo sequences in order to evaluate body position; next, 

the application of an artificial neural network to activities 

classification in order to determine whether or not the picture 

frames include violent or hostile circumstances. A video 

aggression database consisting of 400 minutes of one individual's 

actions and 20 hours of videodata encompassing physical abuse, 

as well as 13 categories for distinguishing between the behaviors 

of the attacker and the victim, was created. In the end, the 

suggested approach was refined and validated by employing the 

collected dataset during the process. According to the findings, 

an accuracy rate of 98% was attained while attempting to detect 

aggressive behavior in video sequences. In addition, the findings 

indicate that the suggested technique is able to identify aggressive 

behavior and violent acts in a very short amount of time and is 

suitable for use in apps that take place in the real world. 

Keywords—MoveNET; neural networks; skeleton; bullying; 

machine learning 

I. INTRODUCTION 

The purpose of this project is to scrutinize the problem of 
aggressive behavior and bullying in schools in order to propose 
the best possible solution. According to Olweus [1], school 
bullying is an unwanted aggressive behavior on the part of one 
or more other students that exposes a victim to negative actions 
repeatedly and over time. Negative actions can be carried out 
by physical contact, by words or in other ways, for instance, 
making faces and obscene gestures, or often ostracizing the 
victim from the common social community. Generally 
speaking, bullying may be identified by the three 
characteristics that are listed below: (1) It is violence-related 
behavior or purposeful "harm-doing," (2) it is activity that is 
carried out "repeatedly over time," and (3) it is behavior that 
occurs in an interpersonal relationship defined by a real or 
expected imbalance of power [2]. Scientific evidence suggests 
that bullying affects future mental health functioning of both 
victims of bullying and those who cause harm/bullying.  Apart 

from physical aggression, bullying also includes psychological 
pressure, intimidation, rumor spreading, extortion, and 
mockery. 

Aggression may take both direct and indirect forms when it 
comes to bullying. Direct types of bullying, consisting of an 
overt demonstration of physical power, can take the form of 
physical or verbal violence. The term "physical bullying" refers 
to any kind of physical attack, including in particular striking, 
shoving, kicking, choking, and any harmful action towards the 
victim. Bullying victims may be subjected to verbal harassment 
or intimidation when they are called names, threatened, 
taunted, teased maliciously, or psychologically intimidated by 
offensive language. Children may be bullied in a variety of 
ways, including stealing, vandalizing, making offensive looks 
or gestures, and making faces [3]. 

The National report “Factors influencing health and well-
being of children and adolescents in Kazakhstan” published by 
the National Center for Public Health of the Ministry of Health 
of the Republic of Kazakhstan [4] provides results about 
health, social conditions and well-being of teenagers aged 11 to 
15 years. The study is based on HBSC methodology, a WHO 
collaborative cross-national survey. The report contains 
information on social and health indicators that are related to 
the health and well-being of both children and adolescents. 
And bullying was defined as one of the risk factors affecting 
the health and well-being of children in this report. 

According to the data published in the National report, 17% 
of teenagers aged 11 to 15 years were bullied at school one or 
more times per month. 20% of teenagers from the same age 
group were involved in bullying others at least once. This rate 
is higher among 11 and 13 year old boys compared to girls. 

The goal of this research is to develop Artificial 
Intelligence (AI) Solutions in order to utilize them as a basis 
for designing a prototype of a software-hardware complex that 
can automatically detect cases of aggressive behavior and 
potential physical bullying in educational institutions. 

The remainder of this paper is structured as follows: The 
next part discusses cutting-edge physical aggression detection, 
after which a problem statement is presented and described. 
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The goals and aims of the research are thoroughly explained in 
the third part. The human skeleton-based physical aggression 
detection approach is discussed in the fourth part of this article. 
The procedure of data collecting and the investigation's 
outcome are laid out in the fifth part of the report. In the sixth 
part, findings are discussed, and ongoing issues in the field of 
violence identification in videos are described. The report is 
brought to a close with the last part, which discusses the plans 
for and issues associated with physical bullying detection in 
video. The creation of an automatic and rapid physical 
aggression detection system in video security cameras based on 
human skeleton is the key objective of the work. The 
developed technique makes it possible to recognize violent 
events in the video without the need for highly processed 
hardware. 

II. RELATED WORKS 

The National Center for Educational Statistics (2019) 
showed that one in five students (20.2%) reported being bullied 
at school in numerous places, such as a hallway or stairway 
(43%), in the cafeteria (27%), outside on school grounds 
(22%), online / text (15%), in the bathroom or locker room 
(12%), on the school bus (8%) [5]. 

One of the first systematic studies to collect data on the 
nature and extent of violence in schools in Kazakhstan was 
conducted by the United Nations Children’s Fund (UNICEF) 
in 2013, which revealed that 66.2% of schoolchildren were 
exposed to school violence and discrimination, 63.3% were 
witnesses, 44.7% were victims, and 24.2% were perpetrators of 
violence and discrimination against other children in school. 
[6] 

Video analysis is an area of AI and machine learning that 
has shown good results in recent years and is widely used. 
Bullying in its various forms poses a serious problem that a 
vast amount of schoolchildren faces. For various reasons, there 
are not many scientific investigations in the world which 
attempt to fix the negative consequences of bullying by means 
of video analysis. Among the few, slow development in this 
vector can be mentioned. There are some studies related to 
cyberbullying and depression detection on online user contents 
[7-9]. However, there is no evidence about such researches in 
the Republic of Kazakhstan. This substantiates the novelty of 
the proposed project. 

The current level of development of AI methods for video 
analysis allows using them to process video footage from 
school cameras. However, there are not many researchers who 
study the effectiveness of using AI methods to reduce cases of 
bullying and its negative effects at school. According to this 
project, video analysis using AI methods will enable early 
detection of aggressive behavior. Consequently, the early 
detection of such cases will facilitate the work of school 
psychologists in terms of early warning of bullying. 

A distinctive feature of this project is its interdisciplinarity: 
new proposed solutions of AI will push the boundaries of 
bullying studies to a social phenomenon. The collected data 
will be used to conduct a psychological study on the effect of 
bullying on the psychological and emotional health of 
schoolchildren. The combined use of AI methods and 

psychology will provide the results that may find application in 
those areas of life where video analysis is needed. 

Using neural network technologies will allow for the 
intelligent video footage processing in order to assess human 
behavior and determine aggressive actions. 

In the proposed study, software models of artificial 
intelligence will be trained on the basis of LGD-3D 
architecture, a two-stream I3D structure. A recent study 
examined the problem of recognizing aggressive actions based 
on RGB video data, the I3D architecture showed better results 
compared to C3D and R3D in all respects.  

For video classification, a method based on a neural 
network with deep convolutional graphs (DCGN) will be used. 
According to the results of research, this method is superior to 
alternative ones, such as LTSM and GRU. 

The categorization of activities, in addition to the 
categorization of facial expressions, is an active topic of study 
that is, nonetheless, fairly difficult. Large variations in action 
performance brought on by differences in individual’s 
anatomy, as well as temporal and spatial variations (including 
differences in the pace at which people do actions), are some of 
the issues that are linked with the categorization of actions 
[10]. It might be difficult to tell the difference between 
activities that are just part of the game (such wrestling or 
hurling things at each other), and those that constitute bullying. 
Either adjusting the system to disregard activities that are 
related to typical children's games or integrating numerous 
algorithms might be the answer to this issue (for example, a 
combination of the classification of emotions and actions). 

In recent years, researchers have raised concerns about 
physical bullying detection [11-13]. Previous researches [11] 
used the transfer learning approach on the identification of 
violent conduct. The authors developed a violence detector that 
was based on transfer learning and tested it using three 
different datasets. They had an accuracy rate of 80.90 percent 
on average when it came to identifying violent content (from a 
video that was obtained from YouTube). Next study [12] 
investigated the use of information about irregular mobility to 
identify violent behavior in surveillance cameras. By using of 
the Motion Co-occurrence Feature, the authors were able to 
conduct an analysis on the properties of the motion vectors that 
were produced in the vicinity of the item (MCF). They utilised 
the CAVIAR database, but, however, the research did not 
provide any numerical results about the accuracy on average. 

The National Autonomous University of Mexico conducted 
a study using a systematic observation strategy called SDIS-
GSEQ [14-15] to describe the behavioral patterns in children 
who were identified by the program as "victims" and their 
changes. The purpose of the study was to investigate the effects 
of the program on these children. 

III. PROBLEM STATEMENT 

The purpose of this research is to provide a method for 
rapid identification of violent incidents captured by video 
security cameras. The scientific contribution made by this 
study is the invention of a system for the rapid identification of 
violent behavior. The objective was accomplished by training a 
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neural network using a tracking by detection method like 
MoveNet retrieved points from human skeletons. The 
following goals need to be completed in order to succeed in 
this endeavor: a) Development of a Video Dataset with 
aggressive behaviour scenes; b) Extract human skeleton points 
using MoveNet; c) Train the neural network applying the 
extracted points d) Evaluate the trained neural network. 

IV. DATA 

The problem of identifying violent and aggressive conduct 
may be broken down into a variety of more specific subtasks. 
Fig. 1 presents the research process as a flowchart for a 
reference. The flowchart for the study project is divided into its 
primary components, which are feature extraction, data 
collection, and classification problem. The section on data 
characteristics is where the pattern parameters of the 
perpetrator are defined. The portion responsible for data 
collection assures the availability of relevant video data, marks 
up videos according to classifications, stores them in .json 
format, and trims the marked video sequences that include 
violent situations in order to produce a dataset. In this section, 
we present all kinds of data operations from collection to the 
preparation for neural network training. 

A. Data Collection 

The first step is to determine the various categories of 
information that need to be compiled. We came up with 
different distinct categories of traits to differentiate a victim 
from an aggressor. These traits may be categorized as either 
passive or active. In the beginning, we determined their 
characteristics based on the predetermined classifiers. These 
characteristics are the ones that should be assessed during the 
process of data collection. Afterwards, the characteristics of the 
victim and the aggressive behavior were broken down into 13 
different groups. 

When searching for video materials that are available for 
free access on the internet, we applied a variety of search 
phrases, including "aggression," "physical aggression," 
"violence," "bullying," "fight," "group fight," and others. After 
gathering them, the next step was to assign appropriate classes 
to the spatiotemporal segments included within the videos, and 
the information about their labeling was saved in the *.json file 
format. To accomplish this task, we used VGG Image 
Annotator. Following the completion of the tagging, each of 
the movies was clipped, and then they were arranged into 
classes. 

 

Fig. 1. Flowchart of the research. 

B. Dataset 

The initial step of our investigation consisted of collecting 
footage of acts of violence committed by a single individual. 
There are thirteen categories of violent acts that have been 
categorized. As a result, there were a total of 80 classifications 
that were found to belong to either an offender or a victim over 
the course of the inquiry. In order to put the training model into 
practice, we needed to determine the activities of a single 
individual. For such purpose, we broke the project down into 
13 courses that each only needs one person to complete. Table 
I provides an illustration of the thirteen courses that were used 
in the training of the model. In the course of our research, we 
developed our very own dataset, which is made up of the 
thirteen categories that were previously established. The 
dataset was used for both training and testing of the model that 
we have suggested. After that, it was put to the test by making 
use of free datasets of footage of violent acts. 

The information shown in Fig. 2 pertains to the videos that 
were gathered. Videos are gathered in three different formats. 
Statistical information on the various kinds of video data files 
that were collected may be seen in Fig. 2(a). The dissemination 
of video sequences is shown in Fig. 2(b). It was determined 
that a total of 2,093 short videos illustrating incidents of 
physical bullying and aggressive behavior should be collected. 
Approximately 20 hours were spent gathering all of the video 
data. The following is a list of the file formats that were used to 
gather the data on the videos: 

 video in. mp4 format: 2 017 files; 

 video in.mov format: 44 files; 

 video in.wmv format: 32 files. 

TABLE I.  COMPARISON OF THE OBTAINED RESULTS 

Class id Class type 

0 Large range of hand movements 

1 The head is directed towards the victim 

2 The body turned to face the victim 

3 The shoulders back and the arms back 

4 Hands on hips 

5 Takes off the outer clothes 

6 Kicking 

7 Punching 

8 Covering the face 

9 Legs pointing in different directions 

10 A series of bouncing blows 

11 Bend over 

12 Finger pointing 

Throughout the collected data, we also recorded videos of a 
single person committing physical aggression actions. 
Additional films are necessary for the first stages of the neural 
network training. The whole of the brand new video content 
clocks in at close to four hundred minutes. There are two 
distinct categories of violent videos, each of which is defined 
by its intended purpose. The first category of videos depicts 
acts of violence in crowded places. The second category deals 
with secluded violence, which can take place between just two 
people in uncrowded scene and typically involves one 
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participant acting as a bullier and the other participant acting as 
a victim. 

 
(a) Video files classified by formats 

 
(b) Collected video files by types 

Fig. 2. Collected dataset of videos. 

V. MATERIALS AND METHODS 

A. The Proposed Approach 

In the next paragraphs, we will discuss our methodology, 
which is known as the tracking by detection. The suggested 
system's general design is shown in Fig. 3, which may be seen 
below. The system may be broken down into three different 
subproblems. In the first step of this process, we approximate 
the human stance on each image sequence by applying the 
MoveNet model to the input image sequence. In the second 
step, we take each frame and retrieve important points as 
vectors. MoveNet provides a total of 17 important locations for 
each frame. As a direct result of this, we are able to generate 
vectors that include 34 individual components. In the 
subsequent phase, we combine all of the k vectors into a single 
vector before passing it on to the step that deals with features 
extraction and activity identification. In the last step, known as 
stage three, we train a neural network to solve tasks related to 
action recognition. There are two different kinds of algorithms 
for determining the location of a human skeleton based on 
RGB images: top-down and bottom-up. The first ones will 
trigger a human detector and examine body joints in boundary 
boxes that have already been determined. Top-down methods 
include the ones described in MoveNet [22], HourglassNet 

[23], and Hornet [24]. There are a few other bottom-up 
algorithms, such as Open space [25] and PifPaf [26]. 

 

Fig. 3. Flowchart of the study. 

We carried out our training using a strategy known as the 
skeleton approach. The described approach has the potential to 
reduce the costs associated with processing. A MoveNet based 
neural network is employed in order to create an accurate 
appraisal of the figure of either the perpetrator or the victim. 
Using a MoveNet that has already been pre-trained, a function 
extraction has the ability to transfer the data obtained in the 
input space to the target domain. The output of MoveNet 
represents the human skeleton with 17 primary body points 
together with their positions and the confidences associated 
with those sites. There are 17 vital points on the body, 
including the nose, eyes, ears, shoulders, elbows, wrists, thighs, 
knees, and ankles. Fig. 4 depicts an instance of 17 key points 
that MoveNet might obtain and use to train the neural network. 
These points are applied to the network. The x and y 
coordinates of the important points are what are used to 
represent them in the two-dimensional coordinate space. 

The following formula illustrates one possible approach to 
depict the human body: 

 ,;ib xr
  

Where θ is neural network parameters, and xi is training 
samples. The representation of the human body rb(xi; θ) is 
classified using a layer of fully linked neural networks that 
have been installed. 

It is possible to train the extra neural network by lowering 
the category cross-entropy loss. This must be done before the 
network is normalized by the "Softmax" layer. Fig . 5 presents 
an overview of the architecture of the MoveNet based ANN. In 
the first step, human activity frames are sent into MoveNet so 
that crucial points may be extracted. Afterwards, the 
coordinates of skeleton points are shown and used to represent 
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them in the feature space. In the final step, the human 
skeleton's essential points are used to train the network. 

 

Fig. 4. Extracted points by MoveNet. 

 

Fig. 5. ANN for MoveNet based physical bullying detection. 

As a result, in the first phase of the research, we gather the 
required data, organized and split it into classes, and afterwards 
we built a dataset that will be fed into the neural network. The 
use of MoveNet for the purpose of extracting human skeleton 
points constitutes the second stage of the study. In order for a 
neural network to be able to distinguish human activities, we 
used human skeleton points in the training process. The 
development of a neural network for the detection of violent 
actions is the final process of the proposed framework. After 
that, training and testing the results of the neural network are 
carried out in order to determine whether or not the proposed 
approach is suitable for use in the real world. 

B. Evaluation 

Displaying the outcomes of a prediction model with the 
help of a confusion matrix is possible. Actual variables are 
defined by the columns of the confusion matrix, whereas 
anticipated classes are represented by the rows of the matrix. 
The matrix displays the number of true positives (TP), false 
positives (FP), false negatives (FN), and true negatives (TN) 
for each class. A number of other efficiency measures, 
including as accuracy, precision, recall, and F1-score, may be 
computed with the use of the matrix. Formulae like as 
precision, recall, F-measure, and accuracy are used in order to 
assess the outcomes of the suggested methodology, and Eq. 
(2)-(5) provide an illustration of these respective Eq. [27-29]. 

,
FPTP

TP
precision


  

,
FNTP

TP
recall




  

,
2

1
recallprecision

recallprecision
F






 

,
FPTNFNTP

TNTP
accuracy




 

We employed a technique called weight-averaging to 
combine the metrics that were generated for each class into a 
single variable. This variable weights the values based on the 
proportion of the class that they represent. In order to validate 
the prediction models, we resorted to the tried-and-true 
train/test split. The data set was separated into eighty and 
twenty percent halves. 

VI. EXPERIMENTAL RESULTS 

In this part, we provide the research results into the 
categories of data collecting, feature extraction, and the 
identification of violent behavior. First subsection depicts 
human skeleton points' extraction findings; second portion 
exhibits violent activities detection results. At the conclusion of 
the second subsection, we compare the achieved findings with 
the study results that are now considered cutting edge. The 
research outcome is discussed with the use of evaluation 
metrics such as confusion matrices, model accuracy, precision, 
recall, and F1-score. 

A. MoveNet-based Keypoints Detection 

In this part of the article, we retrieved points of the human 
skeleton from the video sequence. The PoseNET model was 
used to determine the 17 most important locations. Fig. 6 is a 
demonstration of human skeletal points that have been 
retrieved from a live video frame. The extraction of human 
essential points was performed in a time span of every using a 
frame as a shot. Due to the rapid nature of the changes that 
occur in a video feed, the relative positions of the combatants 
may be immediately adjusted in the event of a conflict. As a 
direct consequence, there may be many sequenced classes for 
each participant in the fight. Therefore, the ability to make fast 
decisions is essential for the identification of violence in 
videos. 

 

Fig. 6. Testing the proposed framework. 
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B. Detection of Violent Actions 

Throughout the entire period of our experiment, we worked 
on developing and testing a neural network for violence 
detection. In order to train the neural network, the MoveNet 
architecture was applied. Out of the tagged video data, we used 
it to choose 13 classes for which we then captured further 
video data. When it came to recognizing aggressive behavior, 
the constructed action recognition model based on the gathered 
data performed very well. 

 
(a) Validatoin and test accuracy 

 
(b) Validation and test loss 

Fig. 7. Model testing. 

The results of the evaluation of the suggested model are 
shown in Fig. 7. Fig. 7(a) depicts the validation and testing 
accuracy of the system for the identification of physical 
bullying throughout the course of eight training epochs. 
According to the data, the accuracy reaches 98 percent after 8 
training epochs have been completed. The values of the neural 
network loss function are shown in Fig. 7(b) during the course 
of eight training epochs. According to the data, the amount of 
validation that is lost is very little even during the beginning 
stages of the training process. 

Fig. 8 depicts the evaluation of the outcomes of 
classification for a total of 13 different classes. As it can be 
seen from the graph, every one of the criteria for the evaluation 
is of an exceptionally high standard. For instance, the accuracy 
can range anywhere from 0.92 to 0.98, the recall can go 
anywhere from 0.89 to 1.0, and the F-measure may go 
anywhere from 0.92 to 0.99. The confusion matrix for the 13 
various categories of aggressive behavior are shown in Fig. 9. 
According to the confusion matrix, the rate of categorization is 

quite high, and there is a slight misunderstanding between the 
classifications. 

 

Fig. 8. Confusion matrix of different classes’ percentage. 

 

Fig. 9. Confusion matrix for classes. 

Fig. 10 illustrates how the proposed framework may be 
used in a scenario including group fight. In the end, we identify 
each person's behavior, categorize them, and decide in real 
time whether they are an aggressor or a victim based on their 
location, kind of action, and whether they are the bully or the 
victim. This kind of display of the findings may be helpful for 
video operators, as it enables them to identify fighting and 
other forms of physical bullying in real time and to swiftly 
recognize the attacker and the sufferer in both busy and 
uncrowded scenes of violence. 

 

Fig. 10. Model testing. 
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Table II draws a comparison between the acquired results 
and the most recent study findings. We analyzed the numerous 
studies on the detection of physical aggression in the context of 
three primary assessment criteria: precision, recall, and f-
measure. However, the recall and F-score assessment criteria 
are not used in the majority of the investigations. In situations 
like this, the Accuracy metric is the most important assessment 
measure to use when comparing the overall performance of the 
many recommended methods. In addition, the majority of 
studies do not include the amount of time spent processing 
their methods since doing so would be difficult due to 
disparities in the datasets used and the capabilities of the 
computer equipment. 

TABLE II.  COMPARISON OF THE ACHIEVED RESULTS WITH THE OTHER 

STUDIES 

Study Approach Precision Recall 
F-

score 

The proposed 

approach 

MoveNet based 

physical bullying 

detection 

0.94 0.93 0.93 

Fenil et. al., 2019, 

[11] 
Bidirectional LSTM 0.94 - - 

Senst et. al., 2017, 

[12] 

Scale-Sensitive 

Video-Level 

Representation 

0.91-

0.94 
- - 

Zhang et.al., 2016, 

[13] 
Linear SVM 

0.82-

0.89 
- - 

Sharma & Baghel, 

2020 [19] 

ResNet-50 and 

ConvLSTM 
0.924 - - 

Cheng et. al., 2020 

[30] 

Flow Gated 

Network 
0.8725 - - 

Carneiro et. al., 

2019 [31] 
Multi-Stream CNN 0.8910 - - 

AlDahoul et. al., 

2021 [32] 

CNN-LSTM based 

model 
0.7335 0.7690 0.7401 

Deepak et. al., 2020 

[33] 

Gradients based 

violence detection 
0.91 0.88 0.88 

The findings demonstrate that the suggested method is 
capable of being used in real-world implementations for the 
identification of violent behavior by means of security camera 
footage. The suggested method is more rapid than the model 
that relies just on pictures due to the use of skeleton points 
during the training and testing of the neural network. In 
addition, the developed system will be useful in a variety of 
settings, including educational institutions and other locations 
that have video security cameras installed. 

VII. CONCLUSION 

This study established a physical violence detection based 
on MoveNet model, which can be employed in real-time and 
does not need highly processing hardware. The following is the 
primary benefit offered by the system that has been suggested. 
To begin with, it is not necessary to provide the system on a 
regular basis with huge amounts of video footage and photos. 
Our proposed technology is able to complete tasks more 
quickly than other systems on the market since it is based on 

the MoveNet key points of the human skeleton. In this 
particular instance, this characteristic enables the suggested 
system to be used for applications that take place in real time 
and in the actual environment.  

The proposed study aims to develop methods for the rapid 
and accurate identification of violent acts in real time by using 
video security cameras. In order to accomplish this objective, 
we would like to provide the following three proposals: 
Determine the different sorts of violent acts that are shown in a 
video stream that include both of these categories of violent 
acts. The first section of the data set consists of the aggressive 
behavior of a single individual that extends over the course of 
more than 400 hours. The violent acts committed by a single 
individual were separated into 13 categories, and the films that 
were included in the dataset were recorded from a variety of 
perspectives and acquired using a variety of tools. The second 
section of the dataset consists of violent acts committed in 
crowded scenes. The neural network is trained using violent 
behaviors performed by a single individual, while the 
suggested system is tested using violent actions performed by a 
group of bullies. 

In order to save time, we employed the MoveNet model to 
extract skeleton points in order to retrieve an artificial neural 
network using skeleton key points rather than high-volume 
video. Using a time interval of one second, skeleton points 
were retrieved from each frame of the movie. Since human key 
points are being used, there is no need to load an extremely 
large number of video frames or photos. The findings of the 
experiment demonstrate an accuracy of between 95 and 99 
percent in the identification of violence based on video; 
consequently, it is safe to assume that the suggested method is 
suitable for usage in real-world settings. 
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