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Abstract—Early detection of armed threats is crucial in 

reducing accidents and deaths resulting from armed conflicts and 

terrorist attacks. The most significant application of weapon 

detection systems would be found in public areas such as 

airports, stadiums, central squares, and on the battlefield in 

urban or rural conditions. Modern surveillance and control 

systems of closed-circuit television cameras apply deep learning 

and machine learning algorithms for weapons detection on the 

base of cloud architecture. However, cloud computing is 

inefficient for network bandwidth, data privacy and slow 

decision-making. To address these issues, edge computing can be 

applied, using Raspberry Pi as an edge device with the 

EfficientDet model for developing the weapons detection system. 

The image processing results are transmitted as a text report to 

the cloud platform for further analysis by the operator. Soldiers 

can equip themselves with the suggested edge node and 

headphones for armed threat notifications, plugged into 

augmented reality glasses for visual data output. As a result, the 

application of edge computing makes it possible to ensure data 

safety, increase the network bandwidth and provide the device 

operation without the internet. Thus, an independent weapon 

detection system was developed that identifies weapons in 1.48 

seconds without the Internet. 

Keywords—Internet of Things; gun recognition; edge device; 

Raspberry pi; military systems control; network analytic 

I. INTRODUCTION 

Recent world events show that the number of terrorist 
attacks per year and armed conflicts continues to grow. 
According to the report of Global Terrorism Index 2022 [1], 
even developed countries such as the United States of America 
ranked 30th in the overall terrorism index score, while France 
and Germany were in 34th and 35th places and the United 
Kingdom was in 42nd place among 195 countries. More than 
20 countries are involved in armed conflicts and civil wars in 
2023 [2]. Most of these acts of violence involve armed people 
whose goal is to seize territories and destroy stability in a 
region or state. Often enemy strikes and terrorist attacks occur 
at strategic targets and in public areas. Defence forces and 
intelligence agencies should monitor the situation to prevent 
and minimize the consequences of those violent acts. One of 

that approaches is early weapons detection. 

The conventional surveillance and control system of 
Closed-Circuit Television (CCTV) cameras involve human as 
operator and requires manual control of a large number of 
cameras [3]. Thus, it is requiring a significantly large number 
of personnel to monitor cameras in vast areas. Modern 
Weapons Detection Systems (WDS) mainly apply an Artificial 
Intelligence (AI). The initial task of the first AI recognition and 
detection systems was to recognize a person and a face [4]. 
Since the process of face recognition is one of the most 
important task in the field of Computer Vision (CV) with 
various promising applications from academic research to 
intelligence services [5]. Moreover, a human pose [6] can give 
some information about the probability that a person is going 
to use a weapon. 

This paper describes the process of creating a weapons 
detection system for military and civil purposes. To avoid the 
disadvantages of cloud architecture, such as low network 
bandwidth, threats to data safety and lack of computing 
resources of a data center, the edge computing architecture has 
been applied in the development of the weapons detection 
system. A single-board computer, Raspberry Pi, has been 
selected as an edge computing device, or it is briefly called an 
edge device [7, 8]. Our previous studies have shown the 
excellent results in the application of computer vision and edge 
computing to number plate recognition system on the 
Raspberry Pi [9], as well as in the development of an intelligent 
task offload system [10]. Thus, the Raspberry Pi would be able 
to complete the task of weapon recognition based on the 
EfficientDet model and significantly reduce the cost of the 
technical solution. In order to minimize the possibility of bias 
or overfitting with subsequent performance degradation [11], 
some method optimization parameters can be applied. 

This study aimed to develop a weapons detection system 
based on Raspberry Pi with a camera module using the 
EfficientDet model and edge computing algorithms, as well as 
notification about armed threats through headphones and the 
capability of visualization output on the interface of soldiers’ 
augmented reality (AR) glasses and send results to the Internet 
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of Things (IoT) cloud platform for further report analyses by 
an operator. 

As a hypothesis, it is assumed that the application of edge 
computing significantly decreased the volume of transcended 
data to the cloud, offloading the computing resources of the 
data center and affording the edge device functioning without 
an Internet connection. 

The paper is organised as follows: Section II reviews the 
related works in the area of weapon detection and Internet of 
Things application. Section III presents the EfficientDet and 
edge computing architectures, the process of building a model 
for weapons detection and its algorithms. Section IV provides a 
detailed description of the results for each various experimental 
case of weapons detection. Section V compares the obtained 
experimental results with the existing related works. Finally, 
Section VI summarises all text and indicates a direction for 
future work. 

II. RELATED WORKS 

During the last years, object detectors have been greatly 
improved technologically and allow security forces to identify 
weapons with fast speed and high accuracy. Nevertheless, there 
is an issue in practice when it comes to recognising small 
objects or the reflective surface of the knife [12, 13]. One study 
has focused on training a model for tilling approach using 
Single Shot Detector MobileNet V2 and Armed CCTV 
Footage dataset to detect small weapons [14]. The mean 
average precision (mAP) of that research was about 0.758 for 
pistol and knife evaluation. Also, a rather significant problem 
is the detection of a weapon in the attacker's hand [15] or 
whether it is hidden from an observer in the other part of the 
body. 

As previously noted, there are many related works 
describing Deep and Machine Learning methods that are 
currently used to detect weapons. One of the most widely used 
classic real-time weapons detection approaches is the 
Convolutional Neural Networks (CNN). The accuracy and 
speed of weapon detection by the CNN approach through the 
transfer learning method using the Visual Geometry Group and 
fine tuning [16] show a moderate result. This is true that CNN 
had quite impressive image classification performance, but 
without enormous data and multiview cameras, it has a 
problem with overfitting [17]-[19]. Since the architecture of 
CNN can be transformed in Faster Region CNN due to a 
feature extractor Inception-ResNetV2 [20], that model type can 
demonstrate a high per cent of mAP. However, You Only Look 
Once V2 (YOLO) is faster in testing and training time 
compared to Faster Region CNN. The other study showed that 
Region CNN (R-CNN) and Region Fully Convolutional 
Networks (R-FCN) approaches have increased the speed of 
weapon detection, according to the experiment conducted by 
Arif [3]. However, in their experimental part of the study, there 
were false positive results for the detection of weapons. The 
next paper has considered CNN approach with applying 
Transfer Learning and two techniques such as AlexNet and 
GoogLeNet [21]. Nonetheless, they have the same issue 
connected with false positive results as previously considered 
work. To overcome false positive results, Debnath and 
Bhowmik [12] have developed an Iterative Model Generation 

Framework (IMGF), which detects only moving persons with a 
gun and decreases the consumption of computing resources. 
Goenka and Sitara [23] have applied Gaussian deblur 
technique for Mask RCNN to detect guns better in case of a 
blurred image. Comparing Deep Learning (DL) and Machine 
Learning (ML) approaches for weapons detection [24] in terms 
of speed and accuracy, the former is better. 

The newest and most accurate model for object detection is 
YOLO, and it has a lot of versions. The paper described 
difference between YOLOv3 and YOLOv4 in terms of 
sensitivity and processing time [25]. The experimental part of 
following studies confirms the superiority of YOLOv4 over 
previous YOLOv3 [26]-[28]. Also, this model can be 
implemented for custom object detection on Jetson Nano GPU 
from Nvidia with a TensorRT network optimizer [29]. The 
newer YOLOv5 allows to significantly increase the accuracy 
of weapons detection [30, 31]. The processing time per frame 
is 0.010 seconds compared to the 0.17 seconds of the Faster R-
CNN [32]. There is also an implementation of the YOLOv5 
model on high-cost device Nvidia's Jetson AGX Xavier with 
an impressive accuracy of 98.56 percent [33]. The applying 
complex hardware and DL algorithms allow for achieving 
effective results, but they are expensive and difficult to deploy 
[34]. Besides YOLO, there is a promising method based on the 
use of semantic embeddings and a pre-trained Contrastive 
Language-Image Pre-Training (CLIP) model. The highest 
accuracy rate of this method was 99.8 percent [35], which is 
quite competitive with FireNet and YOLO algorithms. 

The majority of modern WDS solutions are based on the 
IoT. The IoT applications automate routine processes and work 
without human interactions [36]. The IoT technology has a 
wide range of applications [37], ensuring people’s safety in 
smart homes, industry, transportation and cities [38, 39]. Most 
IoT solutions use cloud services as a data treatment center, for 
instance, data collected from sensors of smart farm are sent to 
the server [40], as well as the video stream data are transmitted 
to the cloud for further processing [41, 42]. However, some 
studies point to insufficient network bandwidth [43], massive 
generated data [44], high power consumption [45, 46], weak 
network security [47] and data privacy issues [48] because of 
using the cloud paradigm in the IoT. Those issues of IoT 
applications are strongly critical for military purposes. Mainly 
the latest researches are focused on the security of the IoT [49] 
since the consequences of disabling the network are not 
measurable. The application of military IoT could be found in 
the field of battlefield perception, improving the early warning, 
weapons and equipment management, intelligence sharing 
ability and support efficiency of the military, logistics support, 
military training and so on [50, 51]. To be more specific, 
military IoT studies also consider WDS, such as rope roaming 
robots for 360 degrees of monitoring a specific area [52], a 
semi-autonomous robot with WDS and stair climbing functions 
[53], drones or Unmanned Aerial Vehicles (UAV) for WDS 
[54] and explosive weapons detector [55]. To partially solve 
the issue associated with high power consumption, it was 
advised [56] to use Field Programmable Gate Array (FPGA). 
However, in order to finally resolve all the above list of issues, 
it is highly recommended to replace the cloud paradigm with 
edge computing [57]. FPGA provides high energy-efficient, 
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accelerating and high performance for complex AI tasks [58]-
[60]. Thus, the edge device implements pre-processing data 
and sends the result to the data server [61] with much lower 
network bandwidth. 

III. MATERIALS AND METHODS 

As previously mentioned in the first section, it was decided 
to apply Raspberry Pi 4 Model B (4 GB) with a camera, which 
are shown below as edge device in Fig. 1. 

 

Fig. 1. Raspberry Pi with a camera as an edge node. 

Headphones and a power bank have been used for audio 
notifications about armed threats and for the power supply of 
the Raspberry Pi. Raspberry Pi OS (Raspbian) has been picked 
as the operating system. 'Thingspeak' has been chosen as the 
IoT cloud platform for report and analytics formation due to 
visual infographic capabilities. However, the Message Queue 
Telemetry Transport (MQTT) without graphical support could 
be applied for more private message exchanges between 
publisher and subscribers. 

A. Edge Node 

The high-level programming language Python has been 
selected for supporting a computer vision by progressive 
libraries and frameworks: TensorFlow Lite, Numpy, OpenCV, 
Python Imaging Library (PIL) and Picamera. Since Raspberry 
Pi (RPi) have limited CPU and GPU resources to train a model, 
it was decided to use the computing server of Google 
Colaboratory, the framework TensorFlow Lite and 1588 
images from the Kaggle dataset of various types of weapons 
[62, 63]. Some samples of weapons for the model training and 
the flow scheme are illustrated in Fig. 2. 

 

Fig. 2. The scheme of model training using Google Colab and TensorFlow 

Lite. 

The EfficientDet has been selected as the model for 
weapons detection because it creates a smaller output model 
file, consumes less computing resources, and implements 
algorithms faster [64]. Moreover, EfficientDet offers a list of 
mobile-size lite models, which are suitable for IoT and edge 
devices. The EfficientDet architecture is illustrated below in 
Fig. 3. 

 

Fig. 3. The EfficientDet architecture. 

EfficientDet can be considered as the one-stage detector 
paradigm that applies EfficientNet as the backbone network. 
Bi-directional feature pyramid network (BiFPN) acts as the 
feature network and utilizes level 3-7 features {P3, P4, P5, P6, 
P7} from the backbone network. It repeatedly applies 
bidirectional feature fusion, both top-down and bottom-up, 
resulting in fused features that are then fed to the class and box 
network for object class and bounding box predictions. 

There are a few EfficientDet-Lite variants, and their 
checkpoints and results are shown in Table I. 

TABLE I.  EFFICIENTDET-LITE CHECKPOINTS AND RESULTS 

Model 

Mean 

average 

precision 

(float) 

Quantized 

mean 

average 

precision 

(int8) 

Parameters, 

millions 

Mobile 

latency, 

milliseconds 

EfficientDet-lite0 26.41 26.10 3.2 36 

EfficientDet-lite1 31.50 31.12 4.2 49 

EfficientDet-lite2 35.06 34.69 5.3 69 

EfficientDet-lite3 38.77 38.42 8.4 116 

EfficientDet-lite4 43.18 42.83 15.1 260 

Since it is necessary to prioritize safety and provide the 
highest speed of object detection, the EfficientDet-Lite0 has 
been chosen. 

The general equitation for compound scaling of the 
EfficientDet model would be the following: 

φ φf α+ β +γ
 

Where α is a depth scaling factor, β is a width scaling 
factor, γ is a resolution scaling factor, φ is a number of network 
variation, and f is a network scaling factor. 

The BiFPN network width and depth would use scaling 
equitations: 

φ )bifpnW 64 (1.35 
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3 φbifpnD  
 

Box/class prediction network would be scaled with the 
following equitation: 

3 φ / 3box classD D       

Input image resolution uses the next scaling equitation: 

512 φ 128inputR   
 

Thus, the EfficientDet allows us to decrease the size of the 
model file by 4x–9x and use 13x–42x fewer Floating-point 
operations per seconds (FLOPs) than most previously reviewed 
detectors. 

The flowchart of weapons detection is presented below in 
Fig. 4. 

 

Fig. 4. The flowchart of weapons detection process. 

Firstly the Pi's camera has been initialized, and its 
resolution has been configured at 400x400. Then algorithm 
started capturing an image and loading a trained model by 
Google Colab and TensorFlow Lite. An applying that model 
and EfficientDet architecture allowed to detect objects from 
captured image. The sorted objects were counted and classified 
by a model as person, rifle, pistol (handgun) and knife. Finally, 
the results were transcended to IoT cloud platform 'Thingspeak' 
through HTTP-request. After that a subscriber can send Http 
GET-request to collect results. If an armed threat was detected, 
the user of the system would receive a voice notification via 
headphones. 

The common scheme processing of captured image is 
demonstrated in Fig. 5. 

 

Fig. 5. The scheme of image processing. 

B. Server Side 

The IoT cloud platform 'Thingspeak' has been used to 
monitor the results of weapons detection on the server side, as 
mentioned before. 'Thingspeak' supports Representational State 
Transfer of the Application Programming Interface (RESTful 
API) and due to this users can easily exchange messages 
between edge device, client and server. The client-server 
model is illustrated in Fig. 6. 

 

Fig. 6. The client-server model for the weapons detections system. 

To observe the processed data securely from any type of 
device, an admin has logged in to the 'Thingspeak' account and 
created a private channel. Then he has gotten an API and 
started the configuration process of private channel. The 
configuration of channel and widgets are shown in Fig. 7. 

Start

Initialize PiCamera and set its 
resolution at 400x400

Capture the image

Classify people, weapon among 
founded objects and start 

counting them

Use Https POST-request to send 
data to IoT cloud service 

 Thingspeak 

Client uses Https GET-request to 
receive data from the cloud in the 

dashboard

Input Image

Have people and 
weapon been 

counted? Results sent 
to the cloud? 

Yes

end

No

Loading Trained Model from Local 
Memory of RPi

Apply EfficientDet for Object 
Detection. Sort objects
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Fig. 7. The procedure of configuration the channel and adding widgets in 

Thingspeak. 

C. Client Side 

An operator browsing a private channel from any 
accessible type of device (table, smartphone, personal 
computer) and collect all data for report and analysis. The 
processes data are presented in the widgets of the web 
application 'Thingspeak', which could be found in Fig. 8. 

 

Fig. 8. Results in the web application 'Thingspeak' for the case with rifle 

detection. 

The operator has a capability to apply the MQTT protocol 
as an option to keep data privacy and output received results in 
a terminal window, which is shown in Fig. 9. 

 

 

Fig. 9. Results in a terminal window. 

D. The Application of Weapons Detection System for 

Augmentation Reality Glasses 

To improve the user experience of armed threats detection 
in addition to voice notification, it has been proposed to plug in 
Raspberry Pi to AR glasses for better visualization. The result 
of marking an armed threat will be displayed on the interface 
of the soldier's glasses, providing him with the necessary 
information to make a quick decision. The scheme of AR 
glasses interaction with Raspberry Pi is shown in Fig. 10. 

 

Fig. 10. The scheme of AR glasses interaction with Raspberry Pi. 

IV. EXPERIMENTAL RESULTS 

Three cases of weapons detection have been considered 
such as rifle, pistol (handgun) and knife. The first case with the 
rifle detection from smartphone display has been presented in 
the previous section in Fig. 9. The terminal window describes 
the following information: weapon type with accuracy 
recognition in per cent, inference time in milliseconds, and 
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frame per second. For this case, an operator can find such 
information in the web application: number of armed persons 
and time for algorithm execution, which are presented in Fig. 
8. 

The results of the next case with handgun are shown in Fig. 
11. 

 

 

Fig. 11. The case with pistol (handgun) detection. 

The handgun has been marked by rectangle and labeled. 
The terminal window also outputs the type of detected weapon, 
inference time and Http POST-request. The results of that case 
in web application are shown in Fig. 12. 

 

Fig. 12. The view of the web application for the case with pistol (handgun) 

detection. 

The first widget from the left presents the number of armed 
persons. The lamp of the next widget has become active and 
red since the armed threat has been detected. The last widget 
shows the execution time of the algorithm. 

Finally, the last case of cold steel weapon (knife) detection 
from the real scenario is shown in Fig. 13. 

 

 

Fig. 13. The case with knife detection. 

The common view of the knife detection case for the web 
application is shown in Fig. 14. 

 

Fig. 14. The view of the web application for the case with knife detection. 

To collect information about network traffic and 
bandwidth, the web application 'Monitorix' was deployed on 
the Raspberry Pi for the local host. Fig. 15 demonstrates that 
the maximum transmitted data to the IoT cloud platform have 
reached about 53 kilobytes per second or 40 packets per second 
without any network error during transcending data 

.
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Fig. 15. The web application 'Monitorix' for monitoring network traffic. 

V. DISCUSSION OF RESULTS 

To compare with the transmission of the video stream with 
an average required throughput of over 1.8 megabytes per 
second [43], the proposed approach requests less network 
bandwidth and significantly reduces the amount of transmitted 
data. As a consequence, it also reduced the load on the network 
and server resources. The average time for algorithm execution 
is approximately 1.48 seconds. It is quite a medium time of 
algorithm execution compared to 1.76 seconds for the 
Inception-ResNetV2 model and 1.1 seconds for the ResNet50 
CNN model [20]. That is true that YOLO and MobileNetV2 
[15, 20] are almost twice as fast in terms of object recognition 
and detection as EfficientDet-Lite0, but it should be noted that 
the productivity of the proposed algorithm execution time can 
be improved with Coral USB Accelerator. However, YOLO 
and ResNet require over 10 million parameters for object 
classification [41, 64]. Consequently, those models consume 
more disk space and computing resources. The highest 
accuracy of the knife detection case for EfficientDet-Lite0 
model is an average result compared to 71.44 per cent for 
Faster R-CNN [17] and 77.78 per cent for YOLOv4 [26]. 

VI. CONCLUSION 

In this paper, the weapons detection system has been 
developed based on the Raspberry Pi using computer vision 
and edge computing. The suggested approach has successfully 
overcome the resource limitation of Raspberry Pi to train a 
model through Google Colaboratory and TensorFlow Lite. 
Also, the hypothesis has been confirmed and obtained results 
indicating a significant decrease in the amount of data 
transmitted over the Internet, and as a result, it allows 
optimizing the server resources to accomplish other tasks. The 
presented data in the web application allows the operator to 
create a report. Moreover, it has been considered the capability 
to plug in Raspberry Pi with a camera module to AR glasses of 
soldiers for visually marking humans with weapons in real-
time. The application of edge computing made it possible for 
the device to work without the Internet connection and thus 
ensure data safety. In addition to that, edge computing has 
reduced the cost of the technical solution and provides an 

option to operate the device on a local area network using 
MQTT protocol for message exchange. As a result, an 
autonomous weapon recognition system has been proposed 
that can operate without an Internet connection and detect 
weapons within 1.48 seconds. 

In the future, it is considered expanding our research to 
detect explosive devices, heavy tanks and unmanned aerial 
vehicles. Though there may be some issues related to the 
detection of fast-moving objects, poor lighting conditions and 
quality of images, which should be solved with an FPGA and 
high megapixels infrared camera. 
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