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#### Abstract

Economic indicator prediction in big data requires treating all random variables as an independent set of selective values and used as a discriminative method for classification tasks. A Bayesian network is a popular graphical representation approach for modeling probabilistic dependencies and causality among a set of random variables to incorporate a huge amount of human expert knowledge about the problem of interest involving diagnostic reasoning of big data. In our study, we set out to construct the Bayesian networks using the standard error for a least-squares linear regression (STE) and the domain knowledge from the literature in the field for predicting the big data economy prediction. The experimental results show that the proposed STE baseline provided us with an accuracy of $20 \%$ to $58 \%$ in seven out of eight regions, including the aggregate for "World". In comparison, the Bayesian Networks generated by our first Domain Knowledge Model improved accuracy from $\mathbf{5 4 \%}$ to $\mathbf{7 5 \%}$ in the same regions.


Keywords-STE; Bayesian networks; domain knowledge; discriminative methods; economic forecasting

## I. Introduction

Although methods exist to construct Bayesian networks using expert knowledge [1][2], genetic algorithms [3][4], and topological ordering [4][5] few methods exist to construct a Bayesian network using purely mathematical relations between the variables [5]. We believe such a method to be an important contribution to the field, for which reason we set out to develop it.

We based our method on the standard error for a leastsquares linear regression, or STE [6]. This metric is consistent with commonly used statistics such as the correlation coefficient ([7], [8]) and has the additional advantage of allowing us to test causation. This, combined with minimal domain knowledge, allows us to define an unambiguous, valid Bayesian network.

To test our method, we set out to apply it to the problem of predicting economic growth. This problem not only has a large number of variables on which to build on, but it has also become particularly important in the past eight years given the considerable slowdown that has occurred in the global economy. More informed prediction mechanisms would prove invaluable to policy makers and help them make better decisions. However, it seems unlikely (and in fact is strongly
discouraged [9]) that a single model can encompass all the countries in the world accurately. It is necessary, then, to subdivide the countries into regions and build a prediction model for each. This makes it an ideal fit to test our Bayesian Network construction methodology: our problem is not only to create a good prediction model, but how can we build prediction models for each country or region.

Our Bayesian Networks aim to show such how significant these factors are to economic growth in each region. We select a series of variables that measure Economy, Production, Education, and Innovation. We will relate them using STE to create a network, establishing a link where a strong relation is found, and discarding the links that contradict domain knowledge. We will then train and test the networks against the data from the variables.

The next section explains in greater detail the problem of economic growth. Section III describes previous work, both in computing factors of economic growth, and in developing Bayesian Network construction methodologies. Section IV gives the formal problem formulation. Section V explains the complexity of the dataset. Section VI goes into our Bayesian Network construction methodology. Section VII will show how we applied it to the economic prediction problem, followed by a discussion of our results, both as far as computed networks and our evaluation of them. We conclude by evaluating our successes and remaining challenges.

## II. BACKGROUND THEORY

The global economy is in trouble. Global GDP has been generally falling for nearly a decade (see Fig. 1). Governments worldwide and investors have been forced to cut back on spending [10], reducing the strength of the actors that have traditionally been expected to spur economies [11]. A return to the year-to-year growth observed prior to the Great Recession is desirable (the Great Recession can be observed between the years 2007-2009 in Fig. 1). This would indicate a return to a global economy capable of withstanding events such as the Asian Financial Crisis (1997-1999 in Fig. 1) and the dot-com crash (2001-2003 in Fig. 1) without affecting the overall global trend. However, such a strengthening does not seem likely under current conditions. It is only natural for the global question to be how to achieve this.


Fig. 1. Percentage of growth in worldwide Gross Domestic Product per capita based on Purchasing Power Parity [12]. The percentage $\left(y_{i}-y_{i}-1 /\right.$ $y i-1$ ) is shown with a solid line. The trend (as given by an ordinary linear regression on the years covered) is shown with a dotted line.

Decisions in recent years have seen education funding cut, with widespread opposition. Worldwide, UNESCO has largely led the fight on preventing education funding from being cut.

The 2020 report [10] had the explicit aim to develop policy and public awareness on the "social and economic" importance of preparing engineers. The question of what to cut ultimately boils down to how important each of these factors is.

Recent research has shown that investment in education and technology would be extremely favorable to economic growth. As Irina Bokova said in a 2020 UNESCO report, the current economic crisis presents challenges and opportunities for engineering. There are encouraging signs that world leaders recognize the importance of continuing to fund engineering, science and technology [This investment] may provide a path to economic recovery and sustainable development [13].

A country's economic growth has been proven to depend strongly on the number of experts that country has in several areas. ([14], [15]) Specifically, economic growth depends on the knowledge gained by these persons that can be used to manufacture goods, perform services, and improve the productivity of existing processes. This knowledge is known as "productive knowledge" ([16], [10]) and is usually a subset of the knowledge gained by these persons in their higher education studies, or new knowledge generated by them. Therefore, we can measure productive knowledge, and thereby the effect of higher education on the economy, by comparing the number of graduates in different areas, and the research they perform. However, the exact weight of productive knowledge in comparison to more traditional factors such as government spending [11] has never been quantitatively assessed. Detriments of favoring any one factor exclusively, are well known [17], but the strength of the influence is observed through trial and error if it is assessed at all.

In this paper, we posit that the Bayesian interpretation of conditional probability is a good measure of this influence. To this end, we will construct a Bayesian network to predict two economic indicators from: two production indicators, one education indicators, and two innovation indicators.

## III. Previous Work

Much has been published linking different economic and education variables to economic growth. In recent years, research has shown that economic development depends strongly on the number of engineers ([10], [15]), scientists ([10], [16], [14]), researchers ([10], [14]), and experts in technology ([12], [15]) While the existence of a strong relation cannot be denied, none of these studies have measured the strength of this link compared to other possible factors mostly because they lack a practical application. A Bayesian Network provides such a practical application.

Procedures for constructing Bayesian networks, however, are scant [5]. The most basic method ([1], [18]) consists of the arrangement of variables in cause and effect ordering and the exploitation of conditional independence assumption such that Chain rule can be applied to form the conditional probability table. However, this method is strongly dependent on the ordering of the variables which, in the absence of any true natural order, ends up being pure guesswork.

Methodologies have been developed to construct Bayesian networks for specific purposes, mainly using genetic algorithms ([19], [3], [5]). These algorithms are strongly dependent on their initial population which because they are generated at random, is also pure guesswork. Comparing variables using purely their statistical properties has been done previously using mutual information as a measure of dependence in [7]; however, this work also points out that this approach does not seek to optimize any statistical and makes no use of the existing domain knowledge. The authors attempt to introduce an external optimization metric but notes that it is computationally intensive. In our approach, the variables are compared with a measure of dependence based on an optimized square error.

The authors of [7] also indicate that the number of parents for each node must be restricted in some way, but provide no guidelines on how to do so, leaving the possibility of all other variables to be considered, creating a factorial-order problem. In our approach, we use a domain knowledge graph, thus restricting the number of operations to a polynomial-order problem.

## IV. Big Data Problem Formulation

To allow future research to perform similar tasks and compare more easily, we present a mathematical formulation presented first as an agent-environment problem and then as a "black box" problem. An agent charged with the task of predicting development indicators would live in an environment where all the data from all the countries and regions in the world exist. A state in this environment would be defined by the intersection of a year and a region/country; for instance, the state given by 〈Sub-Saharan Africa, 1999〉. Such an agent would, taking a selection of these variables, output a prediction for any other variable (For instance, GDP growth). Its goal is to make the correct prediction. We define success of this goal if the prediction is exact, and failure if it is not. Because we will take the dependences of these variables $\left(x_{1}\right.$, $x_{2}, \ldots, x_{n}$ ), each defined in the discretized domain $\{$ High,

Medium, and Low \}, an exact prediction only needs to be exact if it matches the corresponding discrete variable.

Our task is the generation of said agents is to better understand the problem, we offer a black box formulation: Our economic prediction agents are black boxes that take education, innovation, and production indicators and output economic indicators. However, at a higher level we have the problem of how to generate such a black box. Given that every region is different [9], we should create an agent for each. We therefore define a black box prime as a black box that outputs agent black boxes from variables and domain knowledge.

## V. Dataset

To properly estimate the economy, we need to measure the variables related to productive knowledge ([16], [10]). We used as our data source the World Bank open data bank [12] and hand-picked six variables from their list of world development indicators.

- GDP per capita, PPP (constant 2011 international \$).
- GDP growth (annual \%).
- Industry, value added (\% of GDP).
- Agriculture, value added (\% of GDP).
- Labor force with tertiary education (\% of total).
- Scientific and technical journal articles.
- General government final consumption expenditure (\% of GDP).

Each indicator has data from 1960 to 2013, with some values missing. We categorized the indicators into Economic (GDP per capita and GDP growth), Innovation (Journal articles and Government expenditure), Production (Industry and Agriculture), and Education (Tertiary education). We choose

PPP as a suitable measure of the economy independent of inflation; Industry as a measure of mining, manufacturing, and construction [20]; Journal articles as a measure of the amount of research being performed in the region; and Government Expenditure as a measure of how much money the local governments are pumping into their economies, whether it be as incentives or investments.

Labor Force with Tertiary Education refers to the number of working-age adults that have completed College or its local equivalent [21]. We chose this over other education measures based on conclusions in [15] pointing it out as more significant.

## A. Regional Subdivision

Because there are 217 countries and territories in the World Bank, it seems prudent to aggregate them somehow and make use of their combined data. However, this creates the problem of how to perform this aggregation, and how to assign weights to each country. Fortunately, the World Bank also defines 32 aggregations, with the values of each country correctly weighted and added together. We will use the World Bank's seven regions of the world, which will allow us to cover the world completely [22]. In the cases where a region is divided into "developing only" and "all income levels", we use the latter. Finally, we consider the aggregate for "world" as an eighth region be able to evaluate our accuracy in predicting the global economy.

## B. Dataset Size

In our dataset, we have 4752 data points, 2135 of which are missing, representing $45 \%$ missing and $55 \%$ not missing. The World Bank handles data at country-level granularity. When it performs an aggregate, it leaves the value for that year blank if the data from one-third of the countries in that region are missing [23]. However, most regions have very competed data for at least half of the variables. For exact proportions of missing data and dataset dimensions, see Table I.

TABLE I. Proportion of Missing Values and Dataset Dimention Size

|  | Regions |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Variables | East Asia |  | Europe |  | Latin America |  | Middle East |  | North America |  | South Asia |  | Africa |  | World |  |
| Agriculture | Missing | 11 | Missing | 31 | Missing | 5 | Missing | 22 | Missing | 38 | Missing | 0 | Missing | 5 | Missing | 36 |
|  | Not Missing | 43 | Not <br> Missing | 23 | Not <br> Missing | 49 | Not <br> Missing | 32 | Not <br> Missing | 16 | Not <br> Missing | 54 | Not Missing | 49 | Not <br> Missing | 18 |
|  | \% | 80 | \% | 43 | \% | 91 | \% | 59 | \% | 30 | \% | 100 | \% | 91 | \% | 33 |
| Unemployment | Missing | 31 | Missing | 31 | Missing | 31 | Missing | 31 | Missing | 31 | Missing | 31 | Missing | 31 | Missing | 31 |
|  | Not Missing | 23 | Not Missing | 23 | Not Missing | 23 | Not Missing | 23 | Not Missing | 23 | Not Missing | 23 | Not Missing | 23 | Not Missing | 23 |
|  | \% | 42 | \% | 42 | \% | 42 | \% | 42 | \% | 42 | \% | 42 | \% | 42 | \% | 42 |
| Tertiary education | Missing | 54 | Missing | 40 | Missing | 48 | Missing | 54 | Missing | 49 | Missing | 51 | Missing | 54 | Missing | 54 |
|  | Not Missing | 0 | Not Missing | 14 | Not Missing | 6 | Not Missing | 0 | Not Missing | 5 | Not Missing | 4 | Not Missing | 0 | Not <br> Missing | 0 |
|  | \% | 0 | \% | 26 | \% | 11 | \% | 0 | \% | 9 | \% | 7 | \% | 0 | \% | 0 |
| Secondary education | Missing | 54 | Missing | 40 | Missing | 48 | Missing | 54 | Missing | 49 | Missing | 51 | Missing | 54 | Missing | 54 |
|  | Not <br> Missing | 0 | Not Missing | 14 | Not <br> Missing | 6 | Not <br> Missing | 0 | Not <br> Missing | 5 | Not <br> Missing | 4 | Not <br> Missing | 0 | Not <br> Missing | 0 |


|  | \% | 0 | \% | 26 | \% | 11 | \% | 0 | \% | 91 | \% | 7 | \% | 0 | \% | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| GDP growth | Missing | 1 | Missing | 1 | Missing | 1 | Missing | 9 | Missing | 1 | Missing | 1 | Missing | 1 | Missing | 1 |
|  | Not Missing | 53 | Not Missing | 53 | Not Missing | 53 | Not Missing | 45 | Not Missing | 53 | Not Missing | 53 | Not Missing | 53 | Not Missing | 53 |
|  | \% | 98 | \% | 98 | \% | 98 | \% | 83 | \% | 98 | \% | 98 | \% | 98 | \% | 98 |
| GDP per capita, PPP | Missing | 30 | Missing | 30 | Missing | 30 | Missing | 30 | Missing | 30 | Missing | 30 | Missing | 30 | Missing | 30 |
|  | Not Missing | 24 | Not Missing | 24 | Not Missing | 24 | Not Missing | 24 | Not Missing | 24 | Not Missing | 24 | Not <br> Missing | 24 | Not Missing | 24 |
|  | \% | 44 | \% | 44 | \% | 44 | \% | 44 | \% | 44 | \% | 44 | \% | 44 | \% | 44 |
| Gov. final consumption | Missing | 0 | Missing | 0 | Missing | 0 | Missing | 8 | Missing | 0 | Missing | 0 | Missing | 0 | Missing | 0 |
|  | Not Missing | 54 | Not <br> Missing | 54 | Not Missing | 54 | Not Missing | 46 | Not <br> Missing | 54 | Not <br> Missing | 54 | Not <br> Missing | 54 | Not Missing | 54 |
|  | \% | 100 | \% | 100 | \% | 100 | \% | 85 | \% | 100 | \% | 100 | \% | 100 | \% | 100 |
| Services | Missing | 11 | Missing | 31 | Missing | 5 | Missing | 22 | Missing | 38 | Missing | 0 | Missing | 5 | Missing | 36 |
|  | Not Missing | 43 | Not Missing | 23 | Not Missing | 49 | Not Missing | 32 | Not <br> Missing | 16 | Not <br> Missing | 54 | Not <br> Missing | 49 | Not <br> Missing | 18 |
|  | \% | 80 | \% | 43 | \% | 91 | \% | 59 | \% | 30 | \% | 100 | \% | 91 | \% | 33 |
| Industry | Missing | 11 | Missing | 31 | Missing | 5 | Missing | 22 | Missing | 38 | Missing | 0 | Missing | 5 | Missing | 36 |
|  | Not Missing | 43 | Not Missing | 23 | Not Missing | 49 | Not Missing | 32 | Not Missing | 16 | Not Missing | 54 | Not Missing | 49 | Not Missing | 18 |
|  | \% | 80 | \% | 43 | \% | 91 | \% | 59 | \% | 30 | \% | 100 | \% | 91 | \% | 33 |
| Scien. \& tech. journal articles | Missing | 26 | Missing | 30 | Missing | 28 | Missing | 28 | Missing | 28 | Missing | 26 | Missing | 28 | Missing | 26 |
|  | Not Missing | 28 | Not Missing | 24 | Not Missing | 26 | Not Missing | 26 | Not Missing | 26 | Not Missing | 28 | Not Missing | 26 | Not Missing | 28 |
|  | \% | 52 |  | 44 |  | 48 |  | 48 |  | 48 |  | 52 |  | 48 |  | 52 |
| Trademark application | Missing | 11 | Missing | 32 | Missing | 8 | Missing | 15 | Missing | 0 | Missing | 4 | Missing | 54 | Missing | 20 |
|  | Not <br> Missing | 43 | Not <br> Missing | 22 | Not Missing | 46 | Not Missing | 39 | Not <br> Missing | 54 | Not <br> Missing | 50 | Not <br> Missing | 0 | Not <br> Missing | 34 |

## VI. Methodology

Our main contribution to the field lies in our methodology, which can be summarized in the following steps:

- Selection of Parameters.
- Calculation of dependency.
- Determination of causality.
- Construction of the Bayesian Network.
- Evaluation of the Bayesian Network.

This methodology is fully automatable and can be adapted to any domain. We start off by selecting and categorizing the variables. A simple linking of the categories using the domain knowledge creates a graph which we term our Domain Knowledge Model, which allows the procedure to readily be applied to other domains by simply changing the variables involved. We then calculate the degree of dependence between all the variables in every pair of linked categories, after some minimal preprocessing. By using just, the links between categories, as opposed to comparing all against all, this reduces our computations from $(n+m)$ ! (similar to the approaches used by [7], [1], and [18]) to $n \times m$; where n and m are the number of variables in each category. The resulting Bayesian network can then be trained and evaluated normally.

## A. Preprocessing Stage

In the preprocessing stage, there are some initial steps are implemented such as big data scaling, and missing value treating.

1) Big data scaling step: Most variables in our dataset are percentages. However, the variables for journal articles are numerical quantities. It is good practice to train Bayesian networks with normalized values, all within the same range, for which reason we perform a simple scaling.

Simply we take the value for each of these variables according to its region and divide it by the population of this region times 100 . This is formally stated in (1) where $R$ refers to each region in the dataset.

$$
\begin{equation*}
\text { Scaled }_{\text {Variable }_{R}}=\frac{\text { old_variable }_{R}}{\text { Population }_{R}} \times 100 \tag{1}
\end{equation*}
$$

2) Big data missing value treatment: The missing values were simply ignored. Since each variable has a deep complex economic implication defined solely by The World Bank [23], and they highly depend on many other evidences, we decided that the prediction of those missing values by filling in the best values or with distribution using EM algorithm would be a crude estimation if not biased towards the low amount of data in our study. We select which rows to ignore in each operation using matlab's isnan function.

## B. Bayesian Network Construction Stage

In the proposed work, we used the standard error for a least-squares linear regression or STE ([6], [15]) to calculate dependence. In particular, we used the implementation by Sansom [22]. We note that the methodology is not tied to this statistical (Friedman et al. [7] suggests correlation or mutual information for this purpose; however, STE is known to be consistent with both of these statistical). We use STE because it gives an indication of which variable is the dependent variable and which one is the independent variable. Specifically, a small $\operatorname{STE}(Y, X)$ implies a strong causative relation where $Y$ depends on $X$ [24].

The formula for STE is shown in Equation (2) with $Y$ and $X$ being vectors of values that have a length, and wit $\bar{Y}$ and $\bar{X}$ being their respective sample means.

$$
\begin{equation*}
\operatorname{STE}(Y, X)=\sqrt{\frac{1}{n-2}\left(\sum_{y \in Y}(y-\bar{Y})^{2}-\frac{\sum_{x \in X, y \in Y}(x-\bar{X})(y-\bar{Y})^{2}}{\sum_{y \in Y}(x-\bar{X})^{2}}\right)} \tag{2}
\end{equation*}
$$

To make the result easier to interpret, we use Equation (3) from [15] so that higher values are better. This equation also normalizes the measure into the $[0,1]$ range for better readability. We call this the degree of dependency. Note that vertical bars denote absolute value.

$$
\begin{equation*}
\text { Dependency }(Y, X)=\frac{1-|S T E(x, y)|}{\bar{Y}} \tag{3}
\end{equation*}
$$

If dependency $(Y, X)>$ dependency $(X, Y)$, we conclude there may be a causal relationship between $X$ and $Y$, with $X$ being the cause and $y$ being the effect, and thus add an arc from $X$ to $Y$ in our Bayesian network. However, if dependency $(Y, X)<$ dependency $(X, Y)$ rather than concluding Y is the cause and X is the effect, we discard it entirely. This is because the comparison is made following the links in the Domain Knowledge Model, and adding such an arc would contradict the domain knowledge. Because data may be prone to errors, outliers, or may simply not be complete enough, we define the case when dependency $(Y, X)$ is slightly less than dependency $(X, Y)$. This is the case when dependency $(Y$,$) \leq dependency (X, Y)$, but are close enough to consider that, given slightly better data, we could have dependency $(Y, X)>$ dependency $(X, Y)$. We define a threshold of three percent as the limit of this closeness; however, this threshold is userdefined as any number between zero and one and only depends on the desired number of arcs. Note that we can similarly use simple STE (2) instead of dependency, but in this case the threshold would have to be defined between $-\bar{Y}$ and $\bar{Y}$. In other words, the normalization of STE in (3) means that, when the threshold values are interpreted as maximum error, they are expressed in means of $Y$.

Finally, it has been define the case when dependency $(Y, X)$ is simply too small to imply a causal relationship. Since we do not want to add an arc in these cases even if dependency $(Y, X)>$ dependency $(X, Y)$, we discard the results entirely. We define a minimum of $60 \%$ as the measure of this smallness. Again, this minimum is user-defined between zero and one and only depends on the desired number of arcs, and again, one can use simple STE, but the range becomes a function of $\bar{Y}$. The result is a Bayesian network graph. Any graph representation can be used. In our work, we
used a simplified adjacency matrix $T$ where only node that could have children, as given by the domain knowledge, were columns and only nodes that could have parents, as given by the domain knowledge, were rows. That is, if the Domain Knowledge Model is seen as a graph $K$, we omit the source nodes of $K$ from the rows of $T$ and the sink nodes of $K$ from the columns of $T$. The network construction algorithm is summarized in Fig. 2.

```
Function Dependancy_Graph (Child_Layer, Parent_Layer,
Threshold, Minimum)
    Inputs
            child_layer set of vectors, values of each of the
                believed dependent variables
            parent_layer set of vectors, values of each of the
                        variables the members of child_layer are
                    believed to
            threshold Difference below which the possibility
                of dependence is accepted
            minimum Value at which the possibility of
                dependence is discarded
Return digraph T
Outputs:
    for i\in parent_layer, j\in child_layer
            if DEPENDENCY(i,j)\geq minimum
                if DEPENDENCY (i,j) > DEPENDENCY (j,i)
                    T.add_are(i to j)
            else if DEPENDENCY(j,i) - DEPENDENCY (i,j)
            < threshold
                T.add_are(i to j)
            end
        end
end
return T
```

Fig. 2. Pseudocode for the bayesian network construction algorithm.

1) Complexity analysis step: The runtime of the construction algorithm depends strongly on the Domain Knowledge Model and how many variables it receives. In the best case, each category will have exactly one variable, which would imply the Bayesian network structure is already known, and merely needs to be simplified. In this case, the algorithm performs $2 m$ operations (dependency ( $Y, X$ ) and dependency $(X, Y)$ ), where $m$ is the number of arcs in the Domain Knowledge Model. Since a Bayesian network must be a directed acyclic graph, this case may have $m$ being anywhere between $n-1$ (Markov chain) and $n(n-1) / 2$ (transitive closure of a fully reachable graph), where $n$ is the number of variables. Therefore, the algorithm is $\Omega(\mathrm{n})$ and $O\left(n^{2}\right)$ in the best case. This is comparable to the best case in [7] where each node has one or two candidate parents.

In the worst case, each category has the same number of variables: $n / c$ where $c$ is the number of categories and $n$ is a multiple of $c$ such that $n \geq 2 c$. To evaluate each arc, the members of each category in the arc's source have to be compared with the member of each category in the arc's sink, each comparison of which requires two operations, or $2(n / c)^{2}$ per arc between categories for a total of $2 m(n / c)^{2}$. Since,
again, there may be anywhere between $n-1$ and $n(n-1) / 2$ arcs between categories, the algorithm is $\Omega\left(n^{2}\right)$ and $O\left(n^{4}\right)$ in the worst case. This is much better than the worst case in [7] where all other nodes are candidate parents, leading to ( $n!$ ).

It should be noted that, given the nature of Bayesian networks as inference engines, the worst case is highly unlikely to be encountered in practice. It is more likely that there will be a category with much less variables than the others, since there is always a small group of target variables (usually one). For this reason, we can assume an average order of $n^{2}$.

## C. Bayesian Network Evaluation Stage

The Bayesian network designed is manually built to handle discrete values and thus learn the Conditional Probability Tables for the network. Inference is then performed using elimination or enumeration on the learned probabilities. For comparison purposes, we define a Baseline Structure, consisting of the joint probability of all variables - in effect, a Domain Knowledge Model with just two categories: One containing the target variable(s), and one containing all others..

1) Discretization step: To perform the conversion, values are discretized into High, Medium, or Low using Equation (4), where $x$ is the specific value being converted; $X$ is the multiset of all the values the variable takes on in the dataset; $H, M, L$ represent High, Medium, or Low respectively; $m(x)$ is the Maximum Likelihood estimator for the mean, given by ( $\sum x \in X$ $x) /|X|$; and $d(X)$; is the Maximum Likelihood Estimator for the standard deviation, given by Equation (5). Note that here, the vertical bars denote the cardinality of the set.

$$
\left.\begin{array}{c}
\text { Discretized }(x \in X)=\left\{\begin{array}{l}
H \text { if } x>m(x)+d(x) \\
L \text { if } x<m(x)+d(x) \\
M r
\end{array} \quad\right. \text { otherwise }
\end{array}\right\}
$$

2) Baseline structure step: In the Baseline structure, the joint probability of everything is computed (all the variables). In this model, all variables directly affect the target (the economic indicators in our work).
3) Learning step: In the learning part, the Bayesian network parameters have been learned by computing the conditional probabilities through Maximum Likelihood. By using the formula in Equation (6).

$$
\begin{array}{r}
P\left(x_{1}, \ldots, x_{n}\right)=\prod_{i=1}^{n} p\left(x_{i} \mid \operatorname{parent}\left(X_{i}\right)\right)= \\
p\left(x_{1}\right) p\left(x_{2}\right) p\left(x_{3} \mid x_{1}\right) p\left(x_{4} \mid x_{1}\right) p\left(x_{5} \mid x_{2}, x_{3}, x_{4}\right) \tag{6}
\end{array}
$$

The algorithm steps for parameter learning is illustrated in Fig.3, (a), (b), and (c) respectively.

| Function LEARNING (Dataset, $b n, k$ ) returns CPT of all <br> variables in the Bayesian network |  |
| :--- | :--- |
| Inputs |  |
| Dataset the dataset (already discretized) |  |
| $b n \quad$ the Bayesian network |  |
| $k \quad$Laplacian smoothing coefficient <br> minimum | Value at which the possibility of <br> dependence is discarded |

```
Outputs:
    \(\mathrm{X} \leftarrow b n\). Vars \(/ *\) All variables in the Bayes net */
    \(\mathbf{Q}(X) \leftarrow\) a distribution over X /* initially empty*/
    for each \(x_{i}\) of \(X\) do
            if parent \(\left(x_{i}\right)\) is empty
                        then \(\mathbf{Q}(X) \leftarrow \operatorname{PR}\left(x_{i} \mid\right.\) Dataset \()\)
            else
                        \(\mathbf{Q}(X) \leftarrow \operatorname{CPT}\left(x_{i}, \operatorname{parent}\left(x_{i}\right) \mid\right.\) Dataset \()\)
        end
    end
end
return \(\mathbf{Q}(X)\)
```

(a)

Function PR $(X, d)$ returns probability of $X$ given the domains is $d$

Inputs
$X$, the data of a random variable $d$, the domains of $X$
Outputs:
$k \leftarrow$ GET_LAPLACE_K ();
$\mathbf{Q}(X) \leftarrow$ a distribution over X, initially empty
for each value of $d$ do


* $\operatorname{LENGTH}(d)$ )
end
end
return $\mathbf{Q}(X)$
(b)

Function CPT $(X, e)$ returns probability of $X$ given the evidence $e$

Inputs
$X$, the data of a random variable $e$, the evidence variables
Outputs:
domain $\leftarrow$ GET_DOMAINS ();
$\mathbf{Q}(X) \leftarrow$ a distribution over X , initially empty
for each value of domain do
$\mathbf{Q}(X) \leftarrow \mathrm{PR}(\mathrm{X}$, value $)$
then $\mathbf{Q}(X) \leftarrow \mathrm{PR}\left(x_{i} \mid\right.$ Dataset $)$
else
$\mathbf{Q}(X) \leftarrow \operatorname{CPT}\left(x_{i}, \operatorname{parent}\left(x_{i}\right) \mid\right.$ Dataset $)$
end
end
return $\mathbf{Q}(X)$
(c)

Fig. 3. Pseudocode for parameter learinng algorithm, (a) Bayesian network learning function, (b) Patren Recognition (PR) function, (c) CPT function.
4) Inference step: The proposed model is experimented with the prediction of the economic indicators using two exact inference algorithms, which may be used interchangeably. In Fig. 4 (a), we give the elimination inference algorithm which accepts a set of evidence, and the joint factors of all variables then checks if an evidence variable is hidden to sum out all its possible values otherwise just lookup the probability from the probability distribution. In Fig. 4 (b), we give the enumeration algorithm. These algorithms are run iteratively over all the data samples.

Function PREDICT_BY_ELIMINATION (e, factors) returns prediction of PPP variable

Inputs

```
    e, the evidence factors, the joint factors
Outputs:
    probability \leftarrowfactors
    for each variable \ine do
        if variable is missing then
            probability \leftarrowadd all values in probability for
                this variable
            else
                probability \leftarrowLookup all values in probability where
                this variable = variable }\in
                    Q(X)}\leftarrow\textrm{CPT}(\mp@subsup{x}{i}{},\operatorname{parent}(\mp@subsup{x}{i}{})|\mathrm{ Dataset }
        end
    end
    prediction }\leftarrow\mathrm{ MAX_INDEX (probability)
return Q(X)
```

Function PREDICT_BY_ENUMERATION $(t, P, e)$ returns
prediction of PPP variable
Inputs
$t$, the target variable
$e$, the known evidence
$P$, conditional probabilities
Outputs:
for each parent of $t$
if parent $\in e$ not missing then
joint $[$ parent $] \leftarrow P($ parent $=$ parent $\in e)$
else
joint[parent] $\leftarrow$ PREDICT_BY_ENUMERATION
(parent, P, parents $($ parent $) \in \mathrm{e})$
$\mathbf{Q}(X) \leftarrow \operatorname{CPT}\left(x_{i}, \operatorname{parent}\left(x_{i}\right) \mid\right.$ Dataset $)$
end
end
for each possible value $\in t$
probability [possible value] $\leftarrow \sum^{\sum P}$ (possible value)
$\times$ Пjoint
return MAX (probability)
return $\mathbf{Q}(X)$
(b)

Fig. 4. Pseudocode for inference algorithm (a) by elimination and (b) by enumaration.
5) Accuracy calculation step: To define our accuracy, which is success if the prediction is exact, and failure if it is not, we will take the dependences of these variables $\left(x_{1}, x_{2}, \ldots x_{n}\right)$, each defined in the discretized domain \{High, Medium, and Low\}. We recall that an exact prediction only needs to be exact if it matches the corresponding discrete variable or not. Mathematically, we define it as the number of predicted values that match the actual values divided by the total number of known values. This is summarized in equation (7). Note that here vertical bars denote cardinality.

$$
\begin{equation*}
\text { accuracy }=\frac{\mid\left\{i: x_{i} \in \text { predicted } \wedge y_{i} \in \text { actual }: x_{i}=y_{i}\right\} \mid}{\mid\{y: \text { actual: } y \text { is not missing }\} \mid} \tag{6}
\end{equation*}
$$

## D. Development Indicators Domain Knowledge Model

To build the Domain Knowledge Model, consider the categories from section V. Previous work has shown that relationships between these broad categories is known: Education affects Innovation and Production ([10], [14], [15]);

Innovation and Production affect the Economy ([11], [8]). Education is known to not have a direct effect on the economy due to the necessity of applying productive knowledge to Innovation and Production for its effects to become visible ([10], [16]). This gives us a three-layer structure (Fig. 4).

Modelling the domain knowledge also allows us to delimit the number of dependency values we would have to calculate. Suppose we have six variables. If we were to compare all variables against all others (worst case in [7]), we would need to perform 6! comparisons, or calculate 1440 dependency values. The three-layer domain knowledge model for the development indicator problem is summarized in Fig. 5.

Following the three-layers structure, with four variables in the middle layer and two in each of the others, we only need to compute 16 dependency values. We note that, although this is in the order of $6^{2}$, it is much less than $6^{2}$.


Fig. 5. Three-layer domain knowledge model for the development indicators problem.

## VII. EXPERMENTAL RESULTS

## A. Generated Bayesian Network

Five different networks are constructed for our first belief system: a baseline as described in section VI.C.2), and a network with the dependency analysis results for each of the eight regions. The resulting networks are shown in Fig. 6. Only considered six of the selected variables to construct these networks: Tertiary education, Agriculture, Industry, Government spending, Journal articles, and GPD by PPP. Then, just keep the previously established categories for these variables.

In most regions where Tertiary education is considered, it is found to be linked to industry and innovation, but not to agriculture. This makes intuitive sense. Latin America is the exception, but it is known to traditionally have placed higher emphasis on using its tertiary institutions to improve agriculture than to perform research. The service sector was left out of all networks which again make sense because service-based economies are a very recent development [25][26][27][28] and our data spans 54 years. We are similarly unable to find any variables that affected GDP growth, for which reason it is absent from all networks. We believe this is because GDP growth is the only variable that measures change from year to year.

## B. Evaluation Results

This paper presents the proposed model results first for the Baseline Belief Network, which was run for the data from each of the regions. Next, present the proposed model results for the network specially computed for each of the regions, run on that
regions' data. The designed Baseline Belief network is running for "Middle East and North Africa" using the Elimination algorithm. We run all other networks using the Enumeration algorithm [29] [30].

1) Baseline structure: As described above, the baseline structure is the joint probability for all variables affecting PPP. The highest inference accuracy is for "Europe and Central Asia" with $92 \%$ accuracy and the lowest one is the World with $20 \%$ accuracy.
2) Belief network no. 1 structure for world regions: As with the Baseline structure, the highest inference accuracy is for the "Europe and Central Asia region"; however, the accuracy for the computed network is of $79 \%$ accuracy which is lower than the baseline by $13 \%$. The lowest inference value is in the North America with $54 \%$. This is better than the baseline, where the accuracy was $46 \%$. We also improve on the accuracy of the world, which was the lowest for the baseline as is shown in Fig. 6.


Fig. 6. Performace comparsion between Baseline Belief Networks and the computed Beleif Network 1

A comparison of the baseline and the networks computed for each region is shown in Fig. 7.

(a)

(b)


Fig. 7. Beleif Network 1 structures for (a) the baseline (used for comparison purposes), (b) Sub-Saharan Africa region, (c) Middle East and North Africa region, (d) Europe and Central Asia region, (e) Latin America region, (f) North America region, (g) South Asia region, (h) East Aisa and Pacific region, (i) World; where "Agr" represents Agriculture, "Innov. Art" and "Jour" represent Scientific and Journal Articles, "Inds" represents Industry, "Gov" represents Government final consumption expenditure, "Tertiary" represents Labor force with tertiary education, and "PPP" represents GDP per capita by Purchasing Power Parity.

## VIII. CONCLUSION

In this paper, logical models for all selected regions are designed and created based on the proposed methodology. The resulting models are consistent with the knowledge known about the regions during the years covered by the data. The proposed networks in general provide accuracy improvements over the baseline. Designed baseline provided us an accuracy of $20 \%$ to $58 \%$ in seven out of eight regions, including the aggregate for "World", while the Bayesian networks generated by our first Domain Knowledge Model improved that accuracy from $54 \%$ to $75 \%$ in the same regions. For Europe, we were not able to improve on the accuracy of the baseline (92 percent). We suspect this may be due to insufficient data (the aggregation caused the existence of too many missing values) or because Europe is inherently exceptional. We were similarly unable to construct networks to determine GDP growth for all regions, or GDP per Capita by PPP in South Asia. Better data, as well as variables that measure year-to-year changes, are needed to fully determine whether this methodology is adequate for these cases.

## IX. Future Work

In future analysis, we would like to reduce our proportion of missing values to better evaluate our Bayesian networks. One of the main reasons our proportion of missing values was so high was because of how the World Bank aggregates regions and the way its regions are defined. One way to reduce this proportion is to aggregate regions differently, or change how missing data is handled during aggregation [21].

Bayesian networks are also capable of handling multiple queries other than just the target variable. We would like to evaluate the accuracy of questions like:

- What does a strong economy and a weak education system imply for the production sectors?
- How high must education be in each region for a high GDP?
- What is the probability the GDP will drastically change given how we know current events affect other indicators?

We also have, so far, manually implemented each of the Bayesian networks. We are aware that this process is automatable, especially given that our methodology generates a graph adjacency matrix. We would like to experiment with different Domain Knowledge models and see their effect on the accuracy. Similarly, we would like to use more variables from the World Bank to see their effect on the accuracy.

In addition, we do not yet have a mathematically proven estimate on the effects of tuning the "minimum" and "threshold" parameters to have on the accuracy we would like.
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