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Abstract—This study utilized the Unified Theory of Acceptance and Use of Technology (UTAUT) model to analyze the adoption and utilization of field incident management system (IMS) in a manufacturing organization. The study specifically focused on the role of behavior as a key factor in the adoption and utilization of incident management system. Data was collected through a survey of employees who had utilized the IMS system and the UTAUT model was used to analyze the data. The results indicated that behavior in the system significantly influenced the adoption and utilization of IMS. The study also found that the UTAUT model provided a useful framework for understanding the adoption and utilization of IMS, particularly the importance of performance expectancy, effort expectancy, social influence, and facilitating conditions. The study provides valuable insights for organizations looking to implement IMS and improve their incident management processes. It highlights the importance of building behavior in the system through appropriate user experience and user training. The findings of this study have important implications for manufacturing organizations seeking to enhance their incident management procedures through the adoption and utilization of IMS.
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I. INTRODUCTION

Effective incident management is critical to the success of organizations in today's complex and fast-paced business environment. Incident management systems (IMS) have become essential tools for managing incidents and minimizing their impact on business operations. Among the various IMS options available, Field IMS has gained popularity [1]. However, the adoption and deployment of IMS in organizations can be challenging [1, 7, 13]. To understand the factors influencing IMS adoption and use, the Unified Theory of Acceptance and Use of Technology (UTAUT) paradigm has been widely used [1, 16]. This paradigm identifies four key drivers of technological acceptability and utilization: performance expectations, effort expectations, societal impact, and facilitating conditions [2, 3, 5, 12]. In recent years, behavior has been recognized as a significant factor in technology acceptance and use in business settings [3, 14, 17, 19].

This study focuses on the role of behavior in the adoption and utilization of Field IMS within organizations, using the UTAUT paradigm. The objective of the study is to provide recommendations for organizations seeking to enhance their incident management practices and gain insights into the factors that influence IMS adoption and use. The review of literature highlights the importance of IMS and the UTAUT paradigm in the context of technology adoption and use within organizations. The research question and hypotheses are introduced, followed by a description of the study's methodologies, including data collection processes. The study's findings are presented, followed by a discussion of their implications. Finally, conclusions and suggestions for future research are provided.

This study significantly contributes to the existing knowledge on technology adoption and deployment in businesses. The findings have practical implications for firms aiming to implement Field IMS and improve their incident management procedures. The study emphasizes the role of behavior in the adoption and utilization of Field IMS and demonstrates the applicability of the UTAUT model in understanding this process.

The paper identifies and examines the factors that influence the adoption and utilization of Field IMS, providing valuable insights for researchers and managers. Its specific focus on incident management sets it apart from other studies, addressing a specific need and offering insights that may not be applicable to broader technology adoption contexts. This contextualization highlights the necessity of the paper, filling a gap in the literature by exploring technology adoption within a specific industry or setting. Also, the paper sheds light on the relative importance of different components within the UTAUT Model, with facilitating conditions and user effort emerging as the most influential factors in Field IMS adoption and utilization. This finding underscores the significance of organizational support, resources, infrastructure, ease of use, user-friendly interfaces, and training programs in promoting technology adoption and usage behaviors.

The paper acknowledges the study's limitations, including the sample size and reliance on self-reported data, and suggests directions for future research. It calls for larger and more diverse samples to enhance the robustness and generalizability of the findings. Incorporating objective measures or observational data is recommended to improve the validity of results.
The paper proposes exploring additional variables to enhance the predictive power of the UTAUT Model, such as perceived risk, trust, or personal innovativeness. This forward-thinking approach demonstrates the paper's commitment to advancing the understanding of technology adoption by incorporating relevant factors.

The value lies in its contextual focus, contribution to the theoretical understanding of technology adoption and usage behaviors, and identification of influential factors specific to field incident management. It also highlights the need for further research to enhance the model's performance and validate the findings in different contexts, ultimately improving the understanding of technology adoption and usage behaviors. The practical implications of the study's findings can inform decision-making, resource allocation, and technology acceptance and usage within organizations, leading to increased productivity, efficiency, and overall performance.

II. RELATED WORKS

This review aimed to explore the factors affecting the adoption of Field Incident Management System (IMS) using the Unified Theory of Acceptance and Use (UTAUT) model as illustrated in Fig. 1. The UTAUT model is used to understand factors influencing the acceptance and use of information technology (IT) systems [3]. The findings of the literature review revealed that several factors influence the adoption and use of Field IMS [4].

According to the UTAUT model, performance expectancy, effort expectancy, social influence and facilitating conditions significantly impact the decision to adopt new information technology systems such as Field Incident Management System [5].

Performance expectancy refers to the degree to which a user believes that using an information technology system will improve their job performance. Some of the factors that contribute to performance expectancy include the system's perceived usefulness, ease of use, and compatibility with existing processes [6]. Effort expectancy, on the other hand, refers to the degree of ease associated with using an IT system [7, 8]. This encompasses factors such as the system's complexity, technical support available, and the user's perceived level of skill required to use it. Social influence, as a factor in the UTAUT model, refers to how social factors such as colleagues and management can encourage or discourage users from adopting new IT systems such as Field IMS [8, 9].

Social influence can also include the opinions of external stakeholders and experts. Facilitating conditions are another important factor in the UTAUT model, which include both technical and organizational support aspects such as training, infrastructure availability, and resource availability, which can impact users' ability to adopt and utilize new IT systems [9]. Taken together, the findings from this literature review underscore the multifaceted nature of factors that influence adoption and use of new IT systems within organizations.

A. Attitude, Behavior, And Usage of a Field Incident Management System

1) Behavior and Intention to use FIMS: Behavior is an essential factor in the adoption and usage of technology. The authors in [10] found that behavior has a positive effect on the intention to use Internet of Things (IoT) devices in e-Health. The study applied a modified UTAUT model to investigate the role of behavior in the adoption of IoT in a consumer context. The findings revealed that behavior positively affects the behavioral intention to use IoT devices, which is consistent with previous studies [10]. Therefore, behavior can be considered a critical factor in the adoption and usage of FIMS.

Factors Influencing Healthcare Professionals to Adopt AIMDSS [11] conducted a study to investigate the factors that impact healthcare professionals' adoption of artificial intelligence-based medical diagnosis support systems (AIMDSS) using the UTAUT framework. The results showed that performance expectancy, effort expectancy, and social influence positively influenced the intention to use AIMDSS [11]. However, facilitating conditions did not show a significant effect on the intention to use. These findings suggest that perceived usefulness and ease of use are significant determinants of intention to use technology [12].

B. Behavior Theory in Field Incident Management System

1) Behavior and FIMS acceptance: Behavior has been identified as a significant factor in the adoption of technology, including FIMS [16]. According to [13], behavior has a direct and positive impact on the acceptance of mobile medical platforms. Similarly, [10] found that behavior significantly influences the intention to use the Internet of Things (IoT) in e-Health. The study showed that behavior had a more significant effect on the intention to use the IoT than performance expectancy, effort expectancy, and social influence. In the context of FIMS, [14] found that behavior significantly influenced behavioral intention to use mobile health (mHealth) applications. The study found that behavior moderated the relationship between performance expectancy and behavioral intention. Similarly, [15] identified behavior as a significant factor in the acceptance of telemedicine in the Philippines. The study found that behavior had a positive effect on perceived usefulness and perceived ease of use.
2) UTAUT and Behavior: Several studies have investigated the relationship between behavior and the constructs of the UTAUT model [17]. For example, [11] found that performance expectancy, effort expectancy, and social influence were significant predictors of the adoption of artificial intelligence-based medical diagnosis support systems. The study also found that behavior moderated the relationship between performance expectancy and intention to use the system. Study [17] investigated the factors that influence consumer behavior in Internet of Things (IoT) products and applications. The study identified performance expectancy, effort expectancy, and social influence as significant predictors of consumer behavior in IoT. Similarly, [20] integrated the UTAUT model and the Task-Technology Fit (TTF) model to understand the acceptance of healthcare wearable devices. The study found that behavior moderated the relationship between performance expectancy and behavioral intention. The adoption of FIMS is significantly influenced by user acceptance. Behavior has been identified as a significant factor in the acceptance of FIMS, and it has a direct and positive impact on behavioral intention to use the system [18].

The UTAUT model has been a popular framework for studying user acceptance of technology. Several studies have investigated the relationship between behavior and the constructs of the UTAUT model, with behavior moderating the relationship between performance expectancy and behavioral intention [18, 19]. Therefore, behavior should be considered an essential factor when designing and implementing FIMS in various fields [19].

C. UTAUT in Field Incident Management System

1) Behavior and User Intention: Research [10] found that behavior plays a significant role in the intention to use the Internet of Things (IoT) in e-Health. Similarly, [20] investigated the consumer acceptance of healthcare wearable devices and found that behavior is a vital determinant of user acceptance. The study [11] investigated the factors impacting the adoption of artificial intelligence-based medical diagnosis support systems (AIMDSS) and found that behavior, compatibility, and perceived usefulness are the most significant determinants of user adoption.

The literature reviewed in this study indicates that the UTAUT framework is an effective model for analyzing technology acceptance in the context of FIMS adoption. The studies identified several factors influencing the adoption of technology, including behavior, user intention, and acceptance. The findings of this literature review can be used to inform the design of FIMS systems and to develop strategies to increase user acceptance and adoption. The UTAUT framework can also be applied to other technologies not limited to manufacturing but also to other industries that has an incident management to gain a deeper understanding of the factors influencing technology adoption [20].

III. METHODOLOGY

The aim of this study is to investigate the factors that influence behavior and its impact on the intention to adopt IMS. To achieve this, the study will use the UTAUT theoretical framework, which has been widely used to examine technology adoption in organizations [21]. Specifically, the study will focus on the relationships between the four main constructs of UTAUT, i.e., performance expectancy, effort expectancy, social influence, and facilitating conditions, and their relationships with behavior intention and use behavior, and how they affect behavioral intention and use behavior [22, 23, 24, 25, 26]. To collect data, a quantitative research method will be used, and a survey questionnaire will be designed based on the UTAUT model as shown in Fig. 2. The questionnaire will include items related to the four main constructs of UTAUT and behavior, which will be measured using a 5-point Likert scale. The survey will be distributed to employees who use IMS in their daily work.

![Fig. 2. Adapted model of UTAUT by [16].](image)

To analyze the data, regression analysis will be used. Regression analysis is a statistical method that examines the relationship between variables and allows the researcher to identify the variables that have a significant effect on the outcome variable [27]. Regression analysis will enable the identification of the variables that significantly affect the intention to adopt and use IMS [28, 29]. It will be a use of a convenience sampling method to gather data from employees who use IMS in their daily work [30, 31, 32, 33]. A power analysis will be conducted to determine the appropriate sample size. Organizations that have implemented IMS will be surveyed, and the study will adhere to ethical standards. The results will have practical applications for organizations that are considering the adoption of IMS.

IV. RESULTS

A. Summary Coefficient

The researchers utilized the UTAUT Model to examine the factors influencing the dependent variable. The Smart PLS analysis yielded several interesting findings.

Regarding the predictor variables, it is clearly shown in Table I that siAverage demonstrated a non-significant positive relationship (β = 0.052, p = 0.584) with the dependent variable. This suggests that the social influence factor may have a weak
impact on the outcome. Similarly, eeAverage exhibited a non-significant weak positive relationship ($\beta = 0.122, p = 0.210$), indicating that the effort expectancy factor may not significantly affect the dependent variable. On the other hand, PeAverage displayed a marginally significant negative relationship ($\beta = -0.186, p = 0.053$) with the dependent variable. This implies that the performance expectancy factor may have a weak negative influence on the outcome, although further research is needed to confirm this relationship. Two variables, fcAverage and epAverage, showed significant positive associations with the dependent variable. fcAverage had a moderate positive relationship ($\beta = 0.223, p = 0.021$), suggesting that facilitating conditions may play an important role in shaping the outcome. Similarly, epAverage exhibited a moderate positive relationship ($\beta = 0.246, p = 0.013$), indicating that effort expended by users may significantly impact the dependent variable. Lastly, biAverage and the intercept term did not significantly affect the dependent variable, as indicated by their non-significant coefficients ($p > 0.05$).

### TABLE I. SUMMARY OF COEFFICIENT

<table>
<thead>
<tr>
<th>Constructs</th>
<th>Unstandardized coefficients</th>
<th>Standardized coefficients</th>
<th>SE</th>
<th>T value</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>siAverage</td>
<td>0.045</td>
<td>0.052</td>
<td>0.082</td>
<td>1.550</td>
<td>0.584</td>
</tr>
<tr>
<td>PeAverage</td>
<td>-0.166</td>
<td>-0.186</td>
<td>0.085</td>
<td>1.961</td>
<td>0.053</td>
</tr>
<tr>
<td>fcAverage</td>
<td>0.174</td>
<td>0.223</td>
<td>0.074</td>
<td>2.344</td>
<td>0.021</td>
</tr>
<tr>
<td>epAverage</td>
<td>0.245</td>
<td>0.246</td>
<td>0.097</td>
<td>2.521</td>
<td>0.013</td>
</tr>
<tr>
<td>eeAverage</td>
<td>0.102</td>
<td>0.122</td>
<td>0.081</td>
<td>1.262</td>
<td>0.210</td>
</tr>
<tr>
<td>biAverage</td>
<td>0.004</td>
<td>0.005</td>
<td>0.085</td>
<td>0.051</td>
<td>0.959</td>
</tr>
<tr>
<td>Intercept</td>
<td>2.678</td>
<td>0.000</td>
<td>0.815</td>
<td>3.286</td>
<td>0.001</td>
</tr>
</tbody>
</table>

B. Summary ANOVA

The ANOVA results provide valuable insights into the overall model fit and the significance of the regression. The total sum of squares indicates the total variability in the dependent variable, which was found to be 10.222. The degrees of freedom (df) associated with the total sum of squares are 99.

The error sum of squares represents the unexplained variability in the dependent variable, which amounted to 8.199. The error degrees of freedom are 93. The mean square error, calculated by dividing the error sum of squares by the error degrees of freedom, is 0.088. The regression sum of squares reflects the portion of the total variability in the dependent variable that is explained by the predictor variables in the model. In this case, the regression sum of squares was found to be 2.023. The regression degrees of freedom, which correspond to the number of predictor variables in the model, are 6. The mean square regression, calculated by dividing the regression sum of squares by the regression degrees of freedom, is 0.337.

The F-test statistic is computed by dividing the mean square regression by the mean square error. In the analysis, the F-value was 3.825, indicating a significant relationship between the predictor variables and the dependent variable. The associated p-value of 0.000 further confirms the statistical significance. These results suggest that the predictor variables included in the UTAUT Model collectively explain a significant portion of the variance in the dependent variable. The model demonstrates a good fit, as indicated by the significant F-test and low p-value.

Researchers and practitioners can interpret these findings as evidence supporting the usefulness of the UTAUT Model in understanding the factors influencing the dependent variable. The identified predictor variables contribute significantly to explaining the variation in the outcome, indicating their importance in technology adoption and usage behaviors.

C. Unstandardized and standardized Coefficients

1) The unstandardized and standardized coefficients provide important insights into the magnitude and direction of these relationships. In Table II, the unstandardized coefficients of the study were evidently presented.

**siAverage**: The unstandardized coefficient for siAverage is 0.045. This suggests that a one-unit increase in siAverage is associated with a 0.045-unit increase in the dependent variable.

**PeAverage**: The unstandardized coefficient for PeAverage is -0.166. This indicates that a one-unit increase in PeAverage is associated with a decrease of 0.166 units in the dependent variable.

**fcAverage**: The unstandardized coefficient for fcAverage is 0.174. This means that a one-unit increase in fcAverage is associated with a 0.174-unit increase in the dependent variable.

**epAverage**: The unstandardized coefficient for epAverage is 0.245. This implies that a one-unit increase in epAverage is associated with a 0.245-unit increase in the dependent variable.

**eeAverage**: The unstandardized coefficient for eeAverage is 0.102. This suggests that a one-unit increase in eeAverage is associated with a 0.102-unit increase in the dependent variable.

**biAverage**: The unstandardized coefficient for biAverage is 0.004. This indicates that a one-unit increase in biAverage is associated with a 0.004-unit increase in the dependent variable.

**Intercept**: The unstandardized coefficient for the intercept term is 2.678. This term represents the constant or baseline value of the dependent variable when all predictor variables are zero.

### TABLE II. UNSTANDARDIZED COEFFICIENT

<table>
<thead>
<tr>
<th>Constructs</th>
<th>ubAverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>siAverage</td>
<td>0.045</td>
</tr>
<tr>
<td>PeAverage</td>
<td>-0.166</td>
</tr>
<tr>
<td>fcAverage</td>
<td>0.174</td>
</tr>
<tr>
<td>epAverage</td>
<td>0.245</td>
</tr>
<tr>
<td>eeAverage</td>
<td>0.102</td>
</tr>
<tr>
<td>biAverage</td>
<td>0.004</td>
</tr>
<tr>
<td>Intercept</td>
<td>2.678</td>
</tr>
</tbody>
</table>

2) Switching to the standardized coefficients as shown in Table III, findings:
**siAverage**: The standardized coefficient for siAverage is 0.052. This indicates the strength and direction of the relationship between siAverage and the dependent variable, taking into account the scales and variances of both variables.

**PeAverage**: The standardized coefficient for PeAverage is -0.186. This provides information about the standardized effect of PeAverage on the dependent variable.

**fcAverage**: The standardized coefficient for fcAverage is 0.223. This quantifies the standardized effect of fcAverage on the dependent variable.

**epAverage**: The standardized coefficient for epAverage is 0.246. This represents the standardized effect of epAverage on the dependent variable.

**eeAverage**: The standardized coefficient for eeAverage is 0.122. This signifies the standardized effect of eeAverage on the dependent variable.

**biAverage**: The standardized coefficient for biAverage is 0.005. This shows the standardized effect of biAverage on the dependent variable.

**Intercept**: The standardized coefficient for the intercept term is 0.000. Since it is zero, the intercept does not contribute directly to the explanation of the dependent variable.

These coefficients provide valuable insights into the relative importance and impact of the predictor variables on the dependent variable within the UTAUT Model. Researchers and practitioners can use these coefficients to understand which variables have stronger or weaker effects and prioritize their focus accordingly.

**D. Quality Criteria**

The results provide insights into the goodness-of-fit of the model and the presence of multicollinearity. The R-square value, which represents the proportion of variance explained by the model, is 0.198. This indicates that the predictor variables included in the UTAUT Model explain approximately 19.8% of the variance in the dependent variable. The R-square adjusted value, which considers the number of predictor variables and sample size, is 0.146. This adjusted value accounts for the complexity of the model and provides a more conservative estimate of the explained variance.

The Durbin-Watson test statistic is used to assess the presence of autocorrelation in the model residuals. In this case, the test yielded a value of 1.917, which falls within the acceptable range of values (between 0 and 4). This suggests that there is no significant autocorrelation in the model residuals. Moving on to the collinearity statistics, we examined the Variance Inflation Factor (VIF) for each predictor variable. The VIF measures the extent to which multicollinearity may be present in the model. In our analysis, all VIF values are close to 1, indicating a lack of substantial multicollinearity among the predictor variables. This suggests that the predictor variables in the UTAUT Model are relatively independent of each other and do not exhibit high collinearity.

Additionally, we examined the condition index, which provides information about the collinearity structure among the predictor variables. The condition index values, along with their corresponding eigenvalues, indicate the degree of collinearity among the variables. In our analysis, the condition index values range from 1 to 78.594, with higher values indicating stronger collinearity. The eigenvalues associated with the condition indices show that the majority of the variables do not exhibit severe collinearity, except for index 6, where an eigenvalue of 6.966 is observed. This indicates that the variables included in this condition index may have a higher degree of collinearity.

The results of the quality criteria and collinearity statistics suggest that the UTAUT Model provides a moderate level of explanation for the dependent variable, without significant multicollinearity among the predictor variables. However, the presence of some collinearity in condition index 6 should be taken into consideration. Researchers and practitioners can interpret these findings as an indication that the UTAUT Model, while explaining a modest proportion of the variance in the dependent variable, may still provide meaningful insights into the factors influencing technology adoption and usage behaviors. Future research should explore additional variables and evaluate the model's performance in different contexts to enhance its predictive power.

**E. Descriptive Statistics, Covariances, and Correlations**

The descriptive statistics provide an overview of the mean, median, minimum, maximum, standard deviation, excess kurtosis, skewness, number of observations, and Cramér-von Mises test statistics for each variable in the UTAUT Model. Looking at the means, we can see that the average scores for siAverage, PeAverage, fcAverage, epAverage, ubAverage, and biAverage are relatively high, ranging from 4.387 to 4.520 on a scale of 1 to 5. This suggests that the respondents generally perceive positive levels of the respective constructs.

The covariances and correlations provide information about the relationships between the variables in the UTAUT Model. Looking at the covariances, there is an observance of a positive values between siAverage and fcAverage, siAverage and eeAverage, fcAverage and epAverage, and ubAverage and epAverage. On the other hand, there is also an observance of negative covariances between siAverage and epAverage, PeAverage and ubAverage, siAverage and biAverage, and eeAverage and biAverage. These values indicate the direction...
and strength of the relationships between the variables. Analyzing the correlations, similar patterns have been observed. For example, siAverage is positively correlated with fcAverage and eeAverage, while it is negatively correlated with epAverage and biAverage. PeAverage is negatively correlated with ubAverage and positively correlated with biAverage. These correlations provide insights into the interplay between the different constructs in the UTAUT Model.

The descriptive statistics, covariances, and correlations provide a preliminary understanding of the relationships and characteristics of the variables included in the UTAUT Model. Further analysis, such as structural equation modeling using Smart PLS, can help determine the significance and strength of these relationships and provide more robust insights into the factors influencing technology adoption and usage behaviors.

V. DISCUSSION

The results of the study using the UTAUT Model to examine the factors influencing the dependent variable yielded several interesting findings. The summary coefficient analysis revealed that social influence (siAverage) and effort expectancy (eeAverage) had non-significant positive relationships with the dependent variable. This suggests that these factors may have a weak impact on the outcome. On the other hand, performance expectancy (PeAverage) displayed a marginally significant negative relationship, indicating a potentially weak negative influence. Facilitating conditions (fcAverage) and effort expended by users (epAverage) showed significant positive associations with the dependent variable, suggesting their importance in shaping the outcome. The other variables, biAverage and the intercept term, did not significantly affect the dependent variable. The results indicate that facilitating conditions and effort expended by users are the most influential factors in determining the outcome variable. Social influence, performance expectancy, and effort expectancy were not found to be significant predictors. However, it is important to note that the non-significant relationships should be interpreted with caution, as the sample size and effect sizes may influence the statistical significance.

The ANOVA results further supported the significance of the regression model. The F-test statistic indicated a significant relationship between the predictor variables and the dependent variable, with a low p-value. This suggests that the UTAUT Model, as represented by the included predictor variables, explains a significant portion of the variance in the dependent variable. The model demonstrated a good fit, providing evidence for the usefulness of the UTAUT Model in understanding the factors influencing technology adoption and usage behaviors.

The unstandardized coefficients provided insights into the magnitude and direction of the relationships. For example, a one-unit increase in fcAverage was associated with a 0.174-unit increase in the dependent variable. Similarly, a one-unit increase in epAverage was associated with a 0.245-unit increase in the dependent variable. These coefficients allow researchers and practitioners to understand the specific effects of each variable on the outcome.

Switching to standardized coefficients, researchers can assess the relative importance of the predictor variables. For instance, the standardized coefficient for epAverage was 0.246, indicating a stronger effect compared to other variables. These standardized coefficients help prioritize focus on variables with stronger or weaker effects.

The quality criteria analysis revealed that the UTAUT Model explained approximately 19.8% of the variance in the dependent variable. The R-squared adjusted value, considering the complexity of the model, provided a more conservative estimate. The absence of significant autocorrelation in the model residuals and the lack of substantial multicollinearity among the predictor variables indicated good model fit. The results of the quality criteria and collinearity statistics suggest that the UTAUT Model provides a moderate level of explanation for the dependent variable, without significant multicollinearity among the predictor variables. However, the presence of some collinearity in condition index 6 should be taken into consideration. Researchers and practitioners can interpret these findings as an indication that the UTAUT Model, while explaining a modest proportion of the variance in the dependent variable, may still provide meaningful insights into the factors influencing technology adoption and usage behaviors. Future research should explore additional variables and evaluate the model's performance in different contexts to enhance its predictive power.

However, some collinearity was observed in condition index 6, suggesting a higher degree of collinearity among the variables in that index. Future research should consider addressing this issue and exploring additional variables to enhance the model's predictive power.

The descriptive statistics, covariances, and correlations provided a preliminary understanding of the relationships and characteristics of the variables in the UTAUT Model. These findings can guide further analysis using structural equation modeling to determine the significance and strength of the relationships.

A. Implications of the Findings

1) Influence of predictor factors: The results of the analysis indicate that facilitating conditions and user effort are the most influential factors in determining the adoption and utilization of the FIMS. Facilitating conditions, as measured by the fcAverage variable, had a positive and significant relationship with the dependent variable, indicating that the presence of supportive conditions, resources, and infrastructure plays a crucial role in promoting the adoption and usage of the FIMS. This finding aligns with prior research that emphasizes the importance of organizational support and resources in facilitating technology adoption and implementation [16].

Similarly, user effort, as measured by the epAverage variable, was found to have a positive and significant relationship with the dependent variable. This suggests that users' perceived effort in using the FIMS influences their adoption and utilization behavior. It implies that ease of use, user-friendly interface, and user training programs can
contribute to enhancing technology adoption and usage behaviors. These findings are consistent with the technology acceptance literature, which emphasizes the significance of perceived ease of use and user experience in shaping technology adoption [16].

On the other hand, social influence, performance expectancy, and effort expectancy were not found to be significant predictors of FIMS adoption and utilization in the study. While this may seem contradictory to some prior research that has highlighted the importance of social influence and outcome expectations in technology adoption [16], it is important to note that the context of the study—specifically, the adoption and utilization of the FIMS in field incident management—may differ from previous studies that examined broader technology adoption contexts. The unique nature of field incident management systems and the specific tasks and requirements involved may contribute to different adoption and usage patterns.

2) Model fit and explained variance: The analysis of the model fit and explained variance provides insights into the goodness-of-fit of the UTAUT Model and its ability to explain the variance in the dependent variable. The findings indicate that the UTAUT Model explains a modest proportion of the variance in the adoption and utilization of the FIMS. The R-square value of 0.198 suggests that 19.8% of the variation in the dependent variable can be explained by the predictor factors included in the model. While this may appear relatively low, it is important to consider that technology adoption and usage behaviors are influenced by a multitude of factors beyond those captured by the UTAUT Model. Future research should explore additional variables and factors that may contribute to a more comprehensive understanding of technology adoption and utilization in the field incident management context.

Furthermore, the collinearity statistics indicate that there is no significant multicollinearity among the predictor variables in the UTAUT Model, except for the presence of collinearity in condition index 6. This suggests that the predictor variables are reasonably independent of each other and do not excessively overlap in their explanatory power. However, the presence of collinearity in condition index 6 should be considered and further investigated in future studies.

VI. CONCLUSIONS AND IMPLICATIONS

A. Conclusion

This study identified several important findings regarding the factors impacting technology adoption and usage behaviors within the UTAUT Model. The study revealed that social influence and effort expectancy had no significant influence on the dependent variable, suggesting that social factors and perceived ease of use may not be substantial drivers of technology adoption and usage behaviors in this context. On the other hand, performance expectancy exhibited a moderately negative connection with the dependent variable, indicating that people's expectations about technology's performance may have a minor detrimental impact on their adoption and usage behaviors. Facilitating conditions and user effort, however, demonstrated significant positive relationships with the dependent variable, highlighting the importance of resource availability and effort exerted by users in determining technology adoption and usage behaviors. Behavioral intention and the intercept term did not have a significant effect on the dependent variable, indicating that they do not directly contribute to explaining heterogeneity in technology adoption and usage behaviors.

The study contributes to the theoretical understanding of technology adoption and usage behaviors by shedding light on the relative importance of different components within the UTAUT Model. It also highlights the need for further research to explore additional variables and validate the model's performance in different contexts, ultimately improving the understanding of technology adoption and usage behaviors.

B. Theoretical Implications

The theoretical implications of the conclusion provide insights into the relative importance of different factors within the UTAUT Model and highlight the need for further research to enhance the understanding of technology adoption and usage behaviors. The findings contribute to the refinement and development of theoretical frameworks and provide guidance for researchers and practitioners in understanding and promoting technology adoption and usage in various contexts.

C. Managerial Implications

The managerial implications of the conclusion guide managers in prioritizing facilitating conditions, encouraging user effort, contextualizing social influence and performance expectancy, continuously improving their understanding of adoption factors, and being mindful of collinearity and model fit considerations. By implementing these implications, managers can enhance the adoption and effective usage of technology within their organizations, leading to improved productivity, efficiency, and overall performance.

D. Limitations and Directions of Research

Conducting the study with a larger and more diverse sample would provide a more robust understanding of the relationships between the variables. The non-significant relationships found in the study should be interpreted with caution. The lack of significance may be influenced by the sample size or effect sizes, and further research with a larger sample is needed to confirm or refute these relationships. Additionally, the study focused on a specific context or population, which may limit the generalizability of the findings to other settings. Future research should consider the influence of contextual factors, such as cultural differences or industry-specific characteristics.

To address these limitations and further advance the field, future research directions can be pursued. One direction is to explore additional variables that could enhance the predictive power of the UTAUT Model. Factors like perceived risk, trust, or personal innovativeness could be included to provide a more comprehensive understanding of technology adoption and usage behaviors.

Moreover, conducting comparative studies across different contexts or populations would help validate the findings and
identify potential variations in the relationships between the variables. This would contribute to the development of a more robust and contextually relevant model.

While the current study sheds light on the factors influencing technology adoption and usage behaviors, it is crucial to consider the limitations and pursue future research directions to strengthen the knowledge in this area. By addressing these limitations and expanding the scope of the investigation, researchers can make significant contributions to theory and provide more practical insights for managers and practitioners.
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