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Abstract—Effort estimation in software development (SEE) is a crucial concern within the software engineering domain, as it directly impacts cost estimation, scheduling, staffing, planning, and resource allocation accuracy. In this scientific article, the authors aim to tackle this issue by integrating machine learning (ML) techniques with metaheuristic algorithms in order to raise prediction accuracy. For this purpose, they employ a multilayer perceptron neural network (MLP) to perform the estimation for SEE. Unfortunately, the MLP network has numerous drawbacks as well, including weight dependency, rapid convergence, and accuracy limits. To address these issues, the SSA Algorithm is employed to optimize the MLP weights and biases. Simultaneously, the SSA algorithm has shortcomings in some aspects of the search mechanisms as well, such as rapid convergence and being susceptible to the local optimal trap. As a result, the genetic algorithm (GA) is utilized to address these shortcomings through fine-tuning its parameters. The main objective is to develop a robust and reliable prediction model that can handle a wide range of SEE problems. The developed techniques are tested on twelve benchmark SEE datasets to evaluate their performance. Furthermore, a comparative analysis with state-of-the-art methods is conducted to further validate the effectiveness of the developed techniques. The findings demonstrate that the developed techniques surpass all other methods in all benchmark problems, affirming their superiority.
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I. INTRODUCTION

Software engineering encompasses a systematic, methodical, and quantitative approach to the creation, operation, and maintenance of software systems. In order to ensure the effective and timely production of software products, software engineering management adopts specific actions such as planning, monitoring, measuring, and reporting [1], [2]. Conversely, software development effort estimation (SEE) represents a formidable challenge that holds significant importance in the software development process. SEE can be defined as the process of constructing a model that aids software engineers in determining the cost of a software project prior to or at the commencement of the software development process [3], [4].

The scholarly literature proposes various methodologies to tackle the SEE problem. Some of these methodologies fall under the non-soft computing category, while others utilize machine learning (ML) techniques. ML techniques have demonstrated their effectiveness and capability to address similar problems encountered in diverse engineering fields. Among these ML techniques, artificial neural networks (ANN) have gained popularity and been extensively adopted in numerous research studies. One common type of ANN is the Multilayer Perceptron Neural Network (MLP), which is widely employed in addressing classification and prediction problems. Additionally, MLP exhibits excellent capability for handling non-linear and complex engineering problems [2], [3].

Motivated by the shortage of accuracy in the available models for estimating software development efforts in the literature, this research study aims to develop a robust and reliable ML model that has the ability to address the problem with high accuracy. However, to overcome limitations in prediction accuracy in the MLP network, the study integrates a metaheuristic algorithm known as the Salp Swarm Algorithm (SSA) into the MLP network. This integration aims to optimize the weights and biases of the MLP network, thereby enhancing its prediction accuracy. Furthermore, considering the SSA algorithm’s search restrictions, the research suggests a strategy for using the Genetic Algorithm (GA) to fine-tune the SSA parameters.

Because the optimization procedure is stochastic, the effectiveness of metaheuristic algorithms essentially rests on finding a reasonable balance throughout the exploration and exploitation phases and refining the solutions over generations. The algorithm investigates the search space broadly during the exploration phase in an effort to avoid becoming stuck in local optima. Where, in the exploitation phase, the promising solutions found during the exploration phase are refined to attain the global optimum [5].
The Salp swarm algorithm (SSA) was put out in 2017 by Mirjalili [6] as an effective way for solving optimization issues in the context of metaheuristic methodologies. The swarming behavior of salps in deep waters, which commonly generates a chain of salps, served as the basis for this method. In order to have more control and make coordinated adjustments for quick foraging, this chain advances by pushing water inside its barrel-shaped shells.

The key drawbacks of the SSA algorithm, like those of other metaheuristic algorithms, are delayed convergence and premature convergence toward local optima. The No Free Lunch theorem in optimization states that it must be altered in order to address certain particular problems. This theorem argues that when addressing all optimization issues, all methods function on average equally well. As a result, a particular approach may work effectively for one group of problems but fail miserably for another. In order to enhance algorithms that are acceptable for the majority of issue types, researchers [7], [8], [9] determined that the proper balance between exploration and exploitation needed to be improved.

There are potential benefits to fine-tuning the SSA algorithm parameter settings using the GA algorithm, thus optimizing the MLP network weights. By integrating the SSA’s exploration skills with the GA’s global search, the SSA optimization capabilities are improved. Therefore, by overcoming local optimum conditions and responding to various scenarios, the developed model becomes adaptable and flexible. The MLP network’s estimation error can be reduced, which in turn improves the accuracy of resource planning and project scheduling. The SSA-GA approach makes it easier to facilitate generalization and produce accurate estimates for varied software projects. Overall, this method effectively addresses the issue of estimating the effort required for software development, allowing for good resource management and project planning. The key contributions of this work are as follows:

1) Use the MLP network to address the issue of estimating software development effort.
2) Use the SSA algorithm to optimize the MLP parameters (Weights and biases).
3) Apply the GA algorithm to boost the SSA algorithm’s optimization capabilities by fine-tuning its parameters.
4) Use several common benchmark SEE datasets to generalize the findings.
5) Develop three methods (e.g., MLP, SSA-MLP, and SSA-GA) and conduct statistical comparisons among the methods to determine the most effective one.

The rest of the paper contains the following: Section II provides a brief overview of the SEE problem, the MLP network, and the SSA algorithm. Section III introduces the developed methods. Section IV introduces the research results. Section V introduces a discussion for study findings. Section VI introduces the study conclusion.

II. BACKGROUND

The research at hand encompasses a variety of tools and topics, including “Software Development Effort Estimation Problem”, “Multilayer Perceptron Neural Network”, and “Salp Swarm Algorithm.” These components form the foundation of the study and contribute to its overall context and objectives. Below is a brief overview of each of them.

A. Software Development Effort Estimation Problem

Software development effort estimation (SEE) is a critical procedure that involves utilizing uncertain, noisy, inconsistent, and incomplete data inputs to forecast the optimal and realistic amount of effort required for software development and maintenance. Typically, the level of work accomplished is expressed in units such as man-months, man-hours, or the number of individuals involved in the software development process. Accurate estimations play a pivotal role in effectively planning for software project development. However, underestimation and overestimation are two complex issues that software project managers often face, and these challenges can potentially result in project failure [10], [11].

Robert N. Charette [12] extensively discussed the primary causes of failure in software projects, identifying a range of issues that contribute to project failures. These issues encompass unending system requirements, inadequate communication between developers and customers, the utilization of outdated technologies, ineffective project management practices, commercial pressures, difficulties in handling project complexity, inaccurate project status reports, unrealistic project objectives, uncontrolled risks, and stakeholder conflicts influenced by political factors. However, the ultimate success of a software project heavily relies on the accuracy of work estimation. While precise estimation is essential for both project managers and clients, there is a pressing need to enhance software development effort estimation (SEE). SEE plays a crucial role in supporting efficient software development and maintenance for software developers, while also empowering clients to negotiate contracts, plan project completion timelines, and establish release dates for prototypes, among other aspects. Despite the existence of numerous approaches to software effort estimation, the development of accurate and consistent estimation techniques remains challenging for researchers [13], [1].

B. Multilayer Perceptron Neural Network

The multilayer perceptron (MLP) neural network, a specific component of the feedforward neural network (FFNN), stands as a unique form of Artificial Neural Network (ANN) capable of effectively approximating and comprehending the characteristics exhibited by computational models [14].

The MLP neural network necessitates a unidirectional arrangement of neurons, where data is transmitted through stacked layers organized into three types: input, hidden, and output layers. The connections between these layers can be established using different weights. Neurons within the MLP perform calculations using summation and activation functions. Summation function responsible for calculating the weighted sum of inputs and their corresponding connection weights. This function aggregates the inputs and weights to generate a weighted sum. The activation function, on the other hand, introduces non-linearity to the output of the summation function. It determines the output of a neuron or an entire layer based on the weighted sum calculated by the summation function. The activation function introduces non-linear transformations,
allowing the network to learn and model complex relationships between inputs and outputs.

The hidden layer neurons in the neural network employ the sigmoid activation function, while the output layer neurons utilize the linear activation function. The linear and sigmoid functions can be mathematically represented by Eq. 1 and 2, respectively.

\[
f(x) = x \quad \text{(1)}
\]

\[
f(x) = \frac{1}{1 + e^{-x}} \quad \text{(2)}
\]

Consequently, by adjusting the biases and weights, the network iteratively minimizes the error in the output and improves the accuracy of predictions. Graphical representations of the linear and sigmoid functions can be observed in Fig. 1 and 2, respectively.
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The Salp Swarm Algorithm (SSA) is a recently introduced metaheuristic optimization algorithm developed by Mirjalili et al. in 2017 [6]. This algorithm is inspired by the collective behavior of sea salps found in nature. Sea salps, which are transparent, barrel-shaped invertebrates resembling jellyfish, propel themselves forward by pumping water into the back of their shells [15], [16]. They live and swim together in groups, with one salp acting as the leader while the others are considered “followers” [6]. Fig. 3 illustrates the body shape of a salp in (a) and depicts a group of salp swarms in (b).

The collective swimming behavior of salps in a group or swarm can be mathematically formulated and modeled as an optimization algorithm. The positions of the salps are determined within a search space of dimensions \( n \times N \), where \( n \) represents the number of variables in a specific problem and \( N \) corresponds to the number of solutions in the population. This search space encompasses a food source \((F)\) that represents the desired target or optimal solution for the salps. The leader of the swarm updates its position using Eq. 3.

\[
x_j^i = \begin{cases} F_j + r_1 \ast ((u_b_j - l_b_j) \ast r_2 + l_b_j) & r_3 \geq 0.5 \\ F_j - r_1 \ast ((u_b_j - l_b_j) \ast r_2 + l_b_j) & r_3 < 0.5 \end{cases}
\]

In the provided equations, \( x_j^i \) represents the position of the swarm leader in the \( j^{th} \) dimension, \( F_j \) represents the position of the food source in the same dimension. The variables \( r_1 \), \( r_2 \), and \( r_3 \) correspond to three random numbers, while \( l_b_j \) and \( u_b_j \) represent the lower and upper boundaries of the search space in the \( j^{th} \) dimension, respectively.

The movement of the swarm leader is determined by the position of the food source \( F \) in the search space, as indicated in Eq. 3. The value of \( r_1 \) is used to achieve a balance between exploration and exploitation during the search process, and its formulation is given in Eq. 4.

\[
r_1 = 2 \ast e^{-\left(\frac{iL}{2}\right)^2}
\]

where \( L \) represents the maximum number of iterations and \( i \) represents the current one.

The values of \( r_2 \) and \( r_3 \) are randomly generated within the range of 0 to 1. These values play a significant role in determining the magnitude of the movement step taken by the salps and influencing the direction of the search, whether it is positive or negative. Consequently, the position of the salps can be updated using the following expression:

\[
x_j^{i+1} = \frac{1}{2} (x_j^i + x_j^{i-1}) \quad i \geq 2
\]

where \( x_j^i \) is the position of the \( j^{th} \) follower.

The SSA’s optimization process starts with the population’s random creation of solutions. The followers then start to update their locations, led by the leader’s location, in an effort to find better locations with greater fitness values. Up until the termination condition is satisfied, which signifies the conclusion of the optimization process, these phases are repeated repeatedly.

### III. Developed Technique

The method that has been developed combines an MLP network with SSA and is called “SSA-MLP.” This integration’s main goal is to use SSA to identify the MLP network’s optimal weights and biases, thereby improving the accuracy of MLP predictions. The Genetic Algorithm (GA) is used to upgrade the SSA algorithm to achieve this modification. The goal of this upgrade is to fine-tune SSA’s settings to increase its capacity for optimization. The GA algorithm is used in each iteration of the SSA algorithm to search for the most appropriate values for the SSA parameters, ensuring their optimal setting, which leads to the creation of a new technology called “SSA-GA.” By applying GA iteratively, it fine-tunes the parameters of SSA, leading to enhanced optimization performance. The working steps of the proposed SSA-GA algorithm may be summed up as follows:
MLP Initialization: The Multilayer Perceptron (MLP) network’s initial state is determined during initialization, and this procedure also provides the groundwork for further training and optimization.

The weights and biases of the network are chosen at random during MLP startup. The biases serve as adjustable factors that regulate the activation thresholds of individual neurons, while the weights demonstrate the strength of connections between the neurons in the MLP’s various layers. The MLP starts with a diverse collection of values thanks to the random initialization of these parameters, allowing for the exploration of many solutions during the training process.

In MLP networks, random initialization is desirable because it lessens biases toward particular patterns or structures that may be present in the training data. The MLP is encouraged to learn a variety of characteristics and patterns by adding randomness, which helps it generalize well to data that has not yet been seen.

In addition, initializing the MLP network with random weights and biases stimulates variation among its neurons and allows them to contribute to learning on their own. This variant prevents the network from becoming stale in local optima and enables it to explore diverse regions of the solution space.

SSA-Population Initialization: The approach starts with the SSA-Population Initialization step by running the Multilayer Perceptron (MLP) training phase using the given training data. The number of times this training phase is repeated equals the SSA-population size, or the number of solutions in the population, exactly.

The MLP’s updated weights and biases are retrieved and arranged as a vector after each training phase iteration. This vector form includes the precise set of adjusted weights and biases from the training procedure. The SSA-population is then updated with these vectors, which reflect the altered weights and biases.

The SSA method treats each vector as an independent solution. The next step is to evaluate the fitness of each solution inside the population once all the upgraded weights and biases vectors have been introduced to the SSA-population. Based on their individual training-fitness values, which represent how well each solution does in terms of minimizing errors throughout the training phase, an evaluation is made. The training-fitness values provide each solution with a numerical evaluation of its fitness or quality.

The optimal solution within the SSA-population is identified in this assessment by finding the one with the best fitness value. The weights and biases used in this study’s best solution are those that produce the most accurate estimates while minimizing the mean squared error (MSE), which acts as the study’s objective function. The mean squared difference between the anticipated values and the actual values is quantified by the MSE, an extensively used statistic in machine learning.

The SSA-Population Initialization stage makes it easier to identify the best solution within the population by using the MSE as the objective function. This allows for later optimization and enhancement of the MLP’s performance in the estimation assignment.
- **GA-Population Initialization**: The GA-population is generated at random during the population initialization stage. The relevant parameters, indicated as \( p_1 \) and \( p_2 \), have discrete values between 1 and 15. The GA-population is formulated as a two-dimensional matrix, where each row represents one GA solution. The number of SSA parameters that need to be tweaked is indicated by the size of each row, which is \( d = 2 \). Two parameters, \( p_1 \) and \( p_2 \), make up each GA-solution and contribute to the set of accessible parameters shown in Eq. 6.

\[
r_1 = p_1 e^{-\left(\frac{p_2}{L}\right)^2} \tag{6}
\]

- **GA-Population Evaluation**: Each GA-solution’s fitness value is evaluated in order to ascertain it. This evaluation entails running an SSA algorithm optimization process and introducing each GA solution into the SSA-population. The application of each SSA-solution to the MLP, along with the validation data, aims to determine the optimal SSA-solution. The resulting validation-fitness is then calculated. The SSA algorithm is combined with each GA solution to assess it through run its optimization process. The goal of the optimization is to find the SSA-solution that, when combined with the MLP, produces the best results on the validation data. The validation-fitness is calculated using the MLP and the chosen SSA-solution. Based on the results achieved during the MLP validation phase utilizing the validation data, this validation-fitness measures the caliber or efficacy of the GA solution. By evaluating each GA-solution’s performance when it is incorporated into the SSA algorithm and then assessing the validation-fitness attained by the corresponding SSA-solution when combined with the MLP and the validation data, the fitness of each GA-solution is thus determined through this GA-population evaluation step.

- **Parameter Tuning**: The GA-solutions go through mutation and recombination after being encoded into chromosomes. Superior individuals within the population develop as a result of these genetic activities, while passing on these enhanced parameter values to their progeny. The roulette wheel selection system ensures that the fittest individuals have a greater chance of being picked for continued breeding and development by favoring individuals with higher fitness ratings.

- **Encoding**: All GA-solutions or individuals are restructured in this stage using a binary format. The solutions are transformed by utilizing binary notation to express them. Each solution is recast in a standardized representation using the binary format, making it easier for genetic processes like crossover and mutation to take place in later iterations of the algorithm. The binary encoding makes it easy to manipulate and modify the GA-solutions, allowing the evolutionary process to explore various genetic material combinations.

- **Crossover**: The crossover operation is performed on the chosen solution in this stage, where two encoded parents are picked at random, the same as in the Selection-Step. Both the single crossover and double crossover approaches were used for this study. The chance of using the crossover operation is determined by the crossover rate, which is defined as \( gamma_c \), where \( gamma_c \) is a number produced at random between \([0, 1]\). The amount of crossover applied throughout the population is influenced by the \( gamma_c \) value. A major fraction of the population will experience crossover when \( gamma_c \) is closer to 1, leading to a significant inheritance of genetic material across people. This suggests that during crossover, several genes will be transferred across individuals.

The value of \( gamma_c \) is set at 70\% for the provided technique, suggesting a comparatively high crossover rate. This decision guarantees that the population experiences a sizable quantity of genetic recombination, enabling the evolutionary process to explore various genetic combinations.

To prevent similarity or uniformity among the solutions, alterations are made to the chromosomes in the mutation stage. This is accomplished by altering one or more chromosomal genes; the mutation rate \( (mu_r) \) determines the degree of mutation. In order to ensure regulated exploration of the search space and prevent excessive and disruptive modifications to the solutions, \( mu_r \) is often given a minimal value.

The \( mu_r \) is set to 0.1 for the proposed approach, which is a quite low mutation rate. In order to promote a certain degree of diversity and exploration among the population, this choice permits modest alterations to the genetic code.

- **Decoding**: The chromosomes’ binary representation is converted into a decimal format during the decoding process. The binary-encoded chromosomes are translated into their corresponding decimal values throughout this procedure. The genetic data contained inside the chromosomes is converted during this decoding procedure into a format that is better suited for additional analysis and interpretation during the following phases of the algorithm.

- **Evaluation**: In this stage, each new GA-solution goes through an evaluation using the SSA algorithm. The new values for the SSA parameters \( p_1 \) and \( p_2 \) are produced from the gene values found in each GA-solution. These gene values serve as the adjusted values for the SSA algorithm’s associated parameters.
The optimal value obtained by using SSA determines the fitness function value for each subsequent GA-solution. The performance or efficacy of any particular solution with regard to the issue at hand is represented by this optimal value. Each solution may be tested for quality or appropriateness within the framework of the optimization process by using SSA to determine its fitness function values.

- **GA Termination Criteria**: To attain the maximum number of generations, repeat the previous procedures (apart from initiation) as many times as necessary. Each generation goes through several procedures like selection, crossover, mutation, and evaluation as the process continues repeatedly. The optimal GA-individual is chosen once the maximum number of generations has been reached. The SSA technique is then used to choose this individual as the candidate for its optimization process. This individual displays the best fitness or performance among all the individuals in the GA-population. The goal of choosing this most optimal GA-solution is to enhance the SSA algorithm’s optimization capabilities by enhancing and refining the parameter values linked with it.

- **Select best parameters**: These optimal GA-individuals are chosen when the optimization procedure by the GA is finished and the best individuals have been identified. The SSA algorithm then uses the top candidates that were discovered by the GA optimization as new parameter values. By using these optimal parameters, the SSA algorithm is given the most precise and potent set of parameter values, improving both its performance and its capacity for optimization.

- **Optimization**: Using the optimal parameters discovered in the preceding rounds, the SSA-GA approach is used during optimization. This strategy tries to further optimize the SSA-GA-population and identify the optimal SSA-GA-solution. The MLP’s weights and biases are then updated using the best SSA-GA-solution that was chosen. The MLP is provided with better parameters, boosting its prediction accuracy and overall performance by including this new set of perfect weights and biases.

- **Run the MLP simulation phase**: Using recently improved weights and biases, the MLP is run during the simulation phase. The validation data set is used to run this simulation. MLP updates weights and biases to produce predictions and estimates based on input data during simulation.

- **Accuracy calculation**: After the simulation, the MLP’s estimation accuracy is calculated. Based on the supplied validation data, this accuracy measurement assesses the degree of accuracy and correctness of the MLP’s forecasts and estimates. They may be quantitatively assessed by assessing the precision, the efficiency of the optimization procedure, and the influence of the new and optimized weights and biases on the MLP’s estimate performance.

The SSA algorithm’s parameters are dynamically adjusted by the GA algorithm by following these formal procedures. As a result, the SSA-GA technique’s optimization capabilities are enhanced, increasing the accuracy of MLP predictions. By combining the modeling prowess of MLP and the optimization skills of SSA, this integrated strategy provides an efficient remedy for resolving the SEE problem.

Fig. 4, which shows a flow chart outlining the methodology’s several phases, graphically illustrates the suggested and developed process. The proposed methodology is illustrated graphically in the flow chart, which shows the sequence and connections between the numerous parts and steps that make up the method.

**IV. Experiment and Results**

This part focuses on the thorough design and construction of an experiment that aims to solve the effort estimation problem, a crucial component of software development. The experiment makes use of MLP embedding together with SSA and GA, two potent metaheuristic techniques. The main goal of this experiment is to build a solid model that can calculate the effort needed for software development projects with accuracy.

The experiment’s outcomes will be crucial in determining whether or not the created model is effective. We’ll conduct a detailed analysis and comparison of the accuracy and performance of the proposed model with those of currently used effort estimation methods. The outcomes will also give important insights into the model’s potential and capabilities for actual software development scenarios.

**A. Datasets Used**

The datasets used in this study are from credible sites like PROMISE and GitHub and are highly recognized benchmark datasets frequently used in research. These datasets illustrate a wide variety of features, traits, and scales, demonstrating their effectiveness. Each dataset is described in full in Table I, including the number of features, dimensions, effort unit, and source repository. Albrecht, Kitchenham, and Kemerer datasets each have seven, seven, and six features, making them the datasets with the lowest feature sizes. On the other hand, Maxwell and COCOMONASA-II have the most characteristics, with twenty-seven and twenty-one, respectively. While the China and Desharnaïs datasets are gathered from the GitHub and PROMISE repositories and measured in “person-hours,” the Maxwell dataset uses “function points” as the measurement unit, in contrast to the other datasets, which all use “man-months” as the measurement unit. The additional datasets, like Albrecht and USP05, are measured in “man-months” and were downloaded from the PROMISE and GitHub sources, respectively.

**B. Parameter Setting**

A number of careful tests were done to make sure the SSA algorithm worked as intended. Finding the ideal set of parameters—specifically, the population size and maximum iterations—was the main goal. A fair value was found for each parameter: a population size of 30 and a maximum iteration limit of 300, after careful deliberation and thorough investigation. Based on the outcomes of the experiments and how they affected the performance of the algorithm, these
TABLE I. DATASETS

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Features</th>
<th>Dimension</th>
<th>Unit</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Miyazaki-94</td>
<td>048</td>
<td>08</td>
<td>man-months</td>
<td>PROMISE</td>
</tr>
<tr>
<td>Kitchenham</td>
<td>145</td>
<td>07</td>
<td>man-months</td>
<td>PROMISE</td>
</tr>
<tr>
<td>Desharnais</td>
<td>081</td>
<td>12</td>
<td>man-hours</td>
<td>GitHub</td>
</tr>
<tr>
<td>COCOMONASA-I</td>
<td>060</td>
<td>17</td>
<td>man-months</td>
<td>PROMISE</td>
</tr>
<tr>
<td>Cosmic</td>
<td>042</td>
<td>11</td>
<td>man-months</td>
<td>PROMISE</td>
</tr>
<tr>
<td>Albrecht</td>
<td>024</td>
<td>08</td>
<td>man-months</td>
<td>PROMISE</td>
</tr>
<tr>
<td>USP05</td>
<td>203</td>
<td>08</td>
<td>man-months</td>
<td>GitHub</td>
</tr>
<tr>
<td>Maxwell</td>
<td>062</td>
<td>27</td>
<td>function points</td>
<td>PROMISE</td>
</tr>
<tr>
<td>Kemerer</td>
<td>015</td>
<td>07</td>
<td>man-months</td>
<td>PROMISE</td>
</tr>
<tr>
<td>COCOMONASA-II</td>
<td>093</td>
<td>24</td>
<td>man-months</td>
<td>PROMISE</td>
</tr>
<tr>
<td>COCOMO-81</td>
<td>063</td>
<td>17</td>
<td>man-months</td>
<td>PROMISE</td>
</tr>
<tr>
<td>China</td>
<td>499</td>
<td>16</td>
<td>man-hours</td>
<td>PROMISE</td>
</tr>
</tbody>
</table>

values were determined to be the best ones. Which supports what was used in the original research [6] that developed the SSA algorithm. This study’s experiments were all carried out in the environment that was specifically mentioned before.

For the MLP network, this research uses a network with three layers; an input, an output, and a single hidden layer. It is the basic structure of any simple artificial neural network [17], [18]. The trial-and-error method [19], [20] was employed to select the best number of neurons in the hidden layer. Where the number with the best fitness value was considered. Therefore, each dataset has a specific number of neurons in the hidden layer. For instance, the following setting for the number of neurons in the hidden layer for each dataset was found: Miyazaki-94: 12 neurons; Kitchenham: 5 neurons; Desharnais: 15 neurons; COCOMONASA-I: 5 neurons; Cosmic: 10 neurons; Albrecht: 15 neurons; USP05: 12 neurons; Maxwell: 5 neurons; Kemerer: 15 neurons; COCOMONASA-II: 10 neurons; COCOMO-81: 12 neurons; China: 12 neurons. Finally, the activation functions used are as presented in Section II-B, and the learning rate value is 0.05.

Additionally, each experiment was performed 21 times in a row to guarantee accurate findings. As a result of this repetition, a sizable quantity of data was gathered, allowing for the computation of the average performance based on the best results attained over the several runs. In order to conduct the studies, MATLAB 2016a was used. The computing operations were carried out using a device that had 16 GB of RAM and an Intel Core i7 CPU running at a speed of 2.0 GHz. Utilizing this hardware setup gave us plenty of processing power and memory space to support the experimental methods successfully.

C. Performance Measures

Using six important statistical variables, a thorough assessment of the performance of the developed methodologies was carried out in this study. These metrics were intentionally chosen to offer a comprehensive evaluation of the techniques and cover many facets of error analysis. It’s vital to remember that no one measurement can accurately represent all of the performance traits of the developed techniques. As a result, the use of these six metrics enables a flexible and thorough assessment of many elements of the approaches’ effectiveness. Researchers can gain a more detailed picture of the benefits and drawbacks of the proposed methodologies by taking into account a variety of measures. The following are the six statistical tests used in this study:

Mean Square Error (MSE): The average of the squared discrepancies between the projected values and the actual values is calculated by the commonly used metric known as MSE. In addition to being very responsive to outliers, it quantifies the overall size of the errors.

\[ MSE = \frac{1}{n} \sum_{i=1}^{n} (A_i - P_i)^2 \]  

(7)

Root Mean Square Error (RMSE): RMSE is derived from MSE and, by calculating the square root of the MSE value, offers a more understandable measurement. It serves as a representation of the errors’ standard deviation and may be used to compare models across various datasets.

\[ RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (A_i - P_i)^2} \]  

(8)

Relative Absolute Error (RAE): RAE quantifies the ratio of an absolute prediction error to an absolute error of a straightforward baseline model. By dividing the error by the total absolute errors in the base model, it normalizes the error.

\[ RAE = \frac{\sum_{i=1}^{n} |A_i - P_i|}{\sum_{i=1}^{n} |A_i - \bar{A}_i|} \]  

(9)

Root Relative Squared Error (RRSE): A RAE variant known as RRSE takes the square root of the relative squared error into account. Similar to RAE but including the squared components, it offers a relative estimate of the errors compared to a baseline model.

\[ RRSE = \sqrt{\frac{\sum_{i=1}^{n} (A_i - P_i)^2}{\sum_{i=1}^{n} (A_i - \bar{A}_i)^2}} \]  

(10)

Mean Absolute Error (MAE): The average of the absolute discrepancies between the expected and actual values is determined by MAE. Regardless of their orientation, it offers a clear indication of the average error magnitude.

\[ MAE = \frac{1}{n} \sum_{i=1}^{n} |A_i - P_i| \]  

(11)

Mean Magnitude Relative Error (MMRE): The average relative error between the anticipated and actual values is assessed using MMRE. It is the result of dividing the actual values by the average of the absolute differences between the expected and actual values.

\[ MMRE = \frac{1}{n} \sum_{i=1}^{n} \frac{|A_i - P_i|}{A_i} \]  

(12)

where \( A_i \) is the actual values, \( P_i \) is the predicted values, and \( \bar{A}_i \) is the average of actual values.
These mathematical formulas make it possible to calculate the corresponding statistical measures, providing quantitative numbers for assessing how well the research's methodologies performed.

D. The Optimal SSA Parameter Values Found

The authors meticulously looked into many issue scenarios during the considerable testing done for this work in order to determine the best parameter values for the SSA method in each situation. The outcomes of this thorough investigation are shown in Table II, which highlights the precise SSA parameter values that are most successful in resolving the issues under consideration.

The proper values for the SSA parameters, namely $p_1$ and $p_2$, for each problem examined in this research project are clearly outlined in Table II. The fact that each problem requires a different set of parameter values in order to function at its best reveals the individuality of each one.

It is essential to understand that the values shown in Table II are neither constant nor unchangeable. Instead, they are prone to variation since the algorithms used are, by their very nature, probabilistic. There is a chance that the calculated parameter values might vary if the experiments were repeated. This difference might be traced to the algorithms' random features, which provide an element of ambiguity and variety to the optimization procedure.

As a result, the researchers stress how crucial it is to take the algorithms' stochastic character into account when interpreting the findings. The parameter values indicated in Table II are the best options based on the experimentation that was performed; however, they should be viewed as recommendations rather than strict guidelines. Recognizing the potential variations in these variables enables a thorough comprehension of the behavior of the algorithm and promotes a strong optimization procedure.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>$p_1$</th>
<th>$p_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Albrecht</td>
<td>03</td>
<td>09</td>
</tr>
<tr>
<td>China</td>
<td>04</td>
<td>12</td>
</tr>
<tr>
<td>Cosmic</td>
<td>11</td>
<td>14</td>
</tr>
<tr>
<td>COCOMO-81</td>
<td>08</td>
<td>08</td>
</tr>
<tr>
<td>COCOMONASA-I</td>
<td>15</td>
<td>11</td>
</tr>
<tr>
<td>COCOMONASA-II</td>
<td>01</td>
<td>06</td>
</tr>
<tr>
<td>Desharnais</td>
<td>03</td>
<td>14</td>
</tr>
<tr>
<td>Kemerer</td>
<td>14</td>
<td>11</td>
</tr>
<tr>
<td>Kitchenham</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td>Maxwell</td>
<td>03</td>
<td>14</td>
</tr>
<tr>
<td>Miyazaki-94</td>
<td>15</td>
<td>09</td>
</tr>
<tr>
<td>USP05</td>
<td>15</td>
<td>12</td>
</tr>
</tbody>
</table>

E. Comparison of SSA-GA vs. SSA-MLP and Standard MLP

There were 21 iterations of the experiment. The best findings were therefore averaged, and this was taken into consideration. Table III is a list of the outcomes. The findings of the study for several datasets utilizing MLP (Multi-Layer Perceptron) and two variants of SSA (Salp Swarm Algorithm): SSA-MLP and SSA-GA, are presented in the supplied data table. For each combination, the average MSE, standard deviation of MSE, worst MSE, and best MSE, as well as MMRE, RMSE, RRSE, MAE, and RAE, were calculated statistically.

The study presented here highlights the results of the recommended approaches and sheds light on two key findings of enormous relevance. First off, it is clear that the efficient optimization of weights and biases made possible by the seamless integration of the Salp Swarm Algorithm (SSA) with the Multi-Layer Perceptron (MLP) network has a significant impact on the predictive capacities of the MLP network. The performance and precision of the MLP predictions are significantly improved as a result of this integration.

The MLP network’s training process is improved and made more efficient by using the SSA technique. The SSA algorithm presents a novel method of searching the solution space that is motivated by the organic movement patterns of salp swarms. This technique uses a series of dynamic equations to direct the salps in the direction of the best outcome. The network’s predictive capacity is greatly increased as a result of the interaction between the MLP and the SSA algorithm, producing better outcomes and more accurate predictions.

The recommended improvements to the SSA algorithm, which were performed by fine-tuning its parameters with the help of the Genetic Algorithm (GA) have also been shown to significantly improve its optimization performance. The best set of parameters for the SSA may be found using the GA algorithm, which takes its cues from the mechanisms of natural selection and genetics.

The SSA algorithm’s efficacy and efficiency in improving the weights and biases are significantly increased by exposing it to the GA’s optimization capabilities. Superior optimization results are obtained as a result of the SSA method being able to adapt more precisely to the unique traits and needs of the current issue thanks to this parameter tweaking procedure. The amalgamation the GA algorithm with the SSA algorithm enables the latter to more thoroughly explore the solution space and to converge to optimal solutions in a more effective and efficient way.

In summary, the results obtained using the developed approaches highlight two important facts. First off, by enabling the efficient optimization of weights and biases, the SSA algorithm’s integration with the MLP network has a significant positive impact on the performance of MLP predictions. Second, by applying the GA algorithm, the SSA algorithm has been greatly improved in terms of its optimization efficiency, which eventually results in higher-quality results and more precise forecasts. These discoveries open up new opportunities for additional study and application in a variety of fields, enhancing the area of predictive modeling and optimization approaches.

F. Comparing the SSA-MLP with State-of-the-Art Methods

A detailed and thorough comparison is made in this phase of the study, contrasting the performance of the recommended approach with leading-edge techniques that have been described in the body of existing literature. The comparison’s objective is to show the created technique’s effectiveness
and superiority in addressing the Software Effort Estimation (SEE) problem. The comparison study takes into account two different scenarios and thoroughly compares the created strategy to comparable techniques that have been specifically designed to tackle the SEE problem. The state-of-the-art in the field is represented by these chosen approaches, which also act as benchmark models for evaluating the improvements and contributions of the recommended approach.

The first comparison compares the developed technique to the strategy put forward by Kassaymeh et al. (2021), [21], while the second comparison compares the developed methodology to the strategies put forth by Khan et al. (2021), [22]. The benchmark datasets used in each of these comparative assessments are the same ones used in this study, and they use the same two evaluation metrics to assess performance: mean squared error (MSE) and mean magnitude of relative error (MMRE). Tables IV and V include the specific findings of these comparisons, respectively.

The SSA-GA technique clearly outperforms the SSA-BPNN method in terms of Mean Squared Error (MSE) performance metrics across all datasets in the first comparison, as shown by the results of the comparisons that were conducted. This shows that, when compared to the SSA-BPNN approach, the SSA-GA algorithm offers greater accuracy and precision in calculating software effort. This due to ability of the developed model that elicit the benefit of GA algorithm in adjusting its parameter according to problem in the hand.

Furthermore, in the second comparison, it is shown that the SSA-GA technique outperforms a number of other cutting-edge algorithms. The SSA-GA algorithm stands out as the best performer in terms of predictive abilities when compared to the Straw Berry (SB), Ant Colony Optimization (ACO), Cuckoo Optimization (CO), Genetic Algorithm (GA), Grey Wolf Optimizer (GWO), Particle Swarm Optimization (PSO), and Bat Algorithm (BA) algorithms.

In particular, the SSA-GA method exhibits outstanding performance across all tested datasets, with consistently lower average and standard deviation values for MSE and MMRE compared to other techniques. Tables IV and V summarize the comparison results in detail.
relative error (MMRE). The SSA-GA method outperformed the other state-of-the-art algorithms analyzed in the study in terms of performance on these datasets, demonstrating the algorithm’s greater capacity to estimate software effort precisely and with less relative error.

These superiority results are due to the fact that the SSA algorithm in the SSA-BPNN methods did not obtain parameter tuning, as is the case in the method developed in this paper (SSA-GA). This gives conclusive evidence of the desired benefit of introducing another algorithm (GA here) to adjust the parameters of the main algorithm (SSA) so that the developed algorithm becomes more flexible and effective in handling various prediction problems. In addition, the superior results of the developed algorithm play a pivotal role in proving the algorithm’s greater capacity to estimate software effort in terms of performance on these datasets, demonstrating the other state-of-the-art algorithms analyzed in the study relative error (MMRE). The SSA-GA method outperformed advanced techniques, which makes it a promising and reliable estimation. The SSA-GA method performs better than other Genetic Algorithm allows it to effectively train the MLP field. The algorithm’s use of the Salp Swarm Algorithm and exploration and exploitation. Exploration entails investigating search effectively is critical for striking a balance between exploration and exploitation. The improved MLP network becomes more adaptable and stable model is produced thanks to the MLP’s faster error, raising the accuracy of predictions. A more reliable technique is used, which improves the MLP’s dependability and utility.

Finally, these results highlight the SSA-GA algorithm’s efficiency and competitiveness in the software effort estimation field. The algorithm’s use of the Salp Swarm Algorithm and Genetic Algorithm allows it to effectively train the MLP network, improving accuracy and precision in software effort estimation. The SSA-GA method performs better than other advanced techniques, which makes it a promising and reliable alternative for resolving problems related to software work estimates.

### V. Discussion

The SSA-GA framework has the unique capacity to adjust its parameters dependent on the specific problem it is addressing by applying the GA algorithm. This flexibility is critical in improving the overall performance of the algorithm.

The GA method carefully chooses parameter values that are most appropriate for the SSA algorithm. The SSA-GA model assures that the SSA optimizer has optimal parameter values via such a selection procedure. As a consequence, the SSA optimizer becomes extremely trustworthy at avoiding the dangers of local optima, which can stymie exploration of the whole search space. Furthermore, by including the GA method, the SSA-GA model gets the ability to find and explore the most promising parts of the search space.

The ability to avoid local traps and explore the area of search effectively is critical for striking a balance between exploration and exploitation. Exploration entails investigating different parts of the search space to find possibly optimal solutions, whereas exploitation involves refining and improving the identified solutions. Using the SSA-GA model increases the likelihood of achieving this delicate balance.

On the other hand, the combination of the MLP with the tuned-SSA technique has several advantages, such as enhanced prediction accuracy and higher reusability. The MLP network that results from using the tuned-SSA technique to improve the MLP weights is more reconfigurable. This indicates that the improved MLP may be used with different SEE prediction tasks without requiring substantial adjustments or retraining, saving time and effort.

Additionally, the tuned-SSA technique’s improvement of MLP weights results in a decrease in prediction error. The optimized process is successfully guided by the tuned-SSA technique, which enables the MLP to converge towards more precise predictions. This decrease in prediction error results in an improvement in prediction quality, which raises the MLP’s dependability and utility.

The addition of the tuned-SSA algorithm also aids in adjusting the MLP network’s rate of convergence. The process through which the MLP modifies its weights to reduce estimation error is known as convergence. The MLP weights are optimized using the tuned-SSA method in a way that promotes reasonable convergence. In situations or applications that need critical decisions, this improvement in convergence speed is essential.

A tuned SSA technique further minimizes the MLP’s reliance on initial parameter values. Whereas the behavior and performance of MLP convergence can be greatly affected by the values of the initial weights. The MLP becomes less dependent on starting weight values when the Tuned SSA technique is used, which improves the MLP’s stability and robustness.

In conclusion, By choosing the best parameter values, the combination of the SSA and GA algorithms improves the performance of the SSA method. With this combination, the algorithm is better able to explore interesting regions of the search space and break out of local optima. An enhanced balance between exploration and exploitation produces more trustworthy optimization results. In addition, using the tuned-SSA method to optimize the weights and biases of MLPs has a number of benefits. When used for various prediction tasks, the improved MLP network becomes more adaptable and requires less alterations. Additionally, it lowers prediction error, raising the accuracy of predictions. A more reliable and stable model is produced thanks to the MLP’s faster convergence and decreased reliance on starting weight values.

### VI. Conclusion and Future Works

This research explores the integration of the salp swarm algorithm (SSA) and the multilayer perceptron neural network (MLP) in order to tackle the software development effort estimation (SEE) problem. By adjusting the weights and biases of the MLP, the goal is to increase prediction accuracy. Furthermore, a suggested improvement is included by modifying the SSA’s parameters using a genetic algorithm (GA). Twelve different SEE datasets with different feature sets are used to comprehensively assess the efficiency of the suggested method.

<table>
<thead>
<tr>
<th>Method</th>
<th>COCOMO-81</th>
<th>Maxwell</th>
</tr>
</thead>
<tbody>
<tr>
<td>SB</td>
<td>3.6100</td>
<td>2.7200</td>
</tr>
<tr>
<td>ACO</td>
<td>5.6100</td>
<td>4.5400</td>
</tr>
<tr>
<td>CO</td>
<td>4.0700</td>
<td>2.8600</td>
</tr>
<tr>
<td>GA</td>
<td>4.7800</td>
<td>3.2200</td>
</tr>
<tr>
<td>GWO</td>
<td>2.2100</td>
<td>1.4500</td>
</tr>
<tr>
<td>PSO</td>
<td>5.0600</td>
<td>3.7200</td>
</tr>
<tr>
<td>BA</td>
<td>4.7100</td>
<td>3.6400</td>
</tr>
<tr>
<td>SSA-GA</td>
<td>0.0955</td>
<td>0.1210</td>
</tr>
</tbody>
</table>

- comparison in term of MMRE
- best results in bold
To evaluate the results of the developed SSA-GA methodology, there are two phases in the assessment process. The outcomes are first contrasted with those attained by traditional MLP and traditional MLP in combination with the original SSA. This comparison research enables a thorough comprehension of the effect of SSA on MLP prediction accuracy. Additionally, the impacts of parameter adjustments on the SSA's optimization performance and the MLP's prediction performance are examined.

In the second evaluation, the results of the developed SSA-GA methodology are contrasted with cutting-edge methods that have been used on datasets related to the SEE problem. The purpose of this comparison is to demonstrate how much better the recommended strategy is than the alternatives. This assessment offers a fair and direct comparison between the proposed methodology and other cutting-edge technologies by using identical datasets.

The main goal of these assessments is to show how SSA affects the precision of MLP predictions as well as how parameter adjustment affects SSA's and MLP's optimization and prediction performance, respectively. The findings of the two assessments consistently show that the proposed methodology is better than the competing techniques. This demonstrates how the SEE problem may be solved by combining SSA and MLP and optimizing the parameters with the GA algorithm, which increases prediction accuracy.

Possible future directions for this work might include expansion to additional software engineering domains and/or exploration of integration with other metaheuristic methods. The suggested approach may be integrated with other metaheuristic optimization methods such as particle swarm optimization (PSO), ant colony optimization (ACO), or differential evolution (DE) in the first potential direction. Investigating hybrid strategies that take advantage of several methods may result in even greater optimization performance and improved software effort estimation accuracy. While In the second scenario, the suggested approach may be investigated further and used in software engineering domains other than effort estimation.
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