Study of the Drug-related Adverse Events with the Help of Electronic Health Records and Natural Language Processing
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Abstract—Surveillance of pharmacovigilance, also known as drug safety surveillance, involves the monitoring and evaluation of drug-related adverse events or side effects to ensure the safe and effective use of medications. Pharmacovigilance is an essential component of healthcare systems worldwide and plays a crucial role in identifying and managing drug safety concerns. Natural language processing (NLP) can play a crucial role in surveillance activities within pharmacovigilance by analyzing and extracting information from various sources, such as clinical trial reports, electronic health records, social media, and scientific literature. It is important to note that while NLP can be a powerful tool in pharmacovigilance surveillance, it should always be used in conjunction with human expertise. NLP algorithms can assist in the identification and extraction of relevant information, but the final assessment and decision-making should involve the knowledge and judgment of trained pharmacovigilance professionals. In this paper, we intend to train and test our models using the dataset from the Medication, Indication, and Adverse Drug Events challenge. This dataset will include patient notes as well as entity categories such as Medication, Indication, and ADE, as well as various sorts of relationships between these entities. Because ADE-related information extraction is a two-stage process, the outcome of the second step (i.e., relation extraction) will be utilized to compare all models. The analysis of drug-related adverse events using electronic health records and automated approaches can considerably increase the effectiveness of ADE-related information extraction, although this depends on the methodology, data, and other aspects. Our findings can help with ADE detection and NLP research.
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I. INTRODUCTION

Adverse drug events are caused by medications, and these forms of injuries are referred to as adverse drug events (ADEs). A few years ago, data mining techniques for identifying adverse drug events (ADEs) by analyzing information were discovered. These data mining tools examine complex data extracted from huge electronic medical databases [1, 2]. The International Standard Organization (ISO) defines electronic health database (EHR) as a repository of patient-related databases in digital form, securely stored and shared, and accessible by various authorized healthcare users. Clinical information such as frequency of drug use, adverse effects, and so on can be found in electronic databases [3]. Randomized controlled clinical trials (RCTs) are considered the gold standard for investigating the pros and cons of drugs; however, due to limitations such as shorter duration and restricted inclusion criteria, the development of data mining databases and algorithms for Pharmacovigilance tasks has resulted [4]. Since 1960, the most widely available type of medical database for adverse events has been the spontaneous reporting system (SRS) database. The notable SRS databases are the Adverse Event Reporting System (ARRS), the Medicines and Healthcare Products Agency's (MHRA) Yellow card scheme, the European Agency for the Evaluation of Medicinal Products (EMEA), and the World Health Organization. The Adverse Event Reporting System (ARRS) and the General Practice Research Database (GPRD) are still operational. ARRS is a well-known adverse event database that supports the FDA's safety program for all approved pharmaceuticals, while the GPRD database (Pharmacopidemiology database) is a significant database of medical records [5].

The significance of our work is that several phase clinical trials assess the adverse effects of each licensed drug, whereas clinical studies typically target only one drug. The specific effects of multiple-drug administration become harder to analyze. People, on the other hand, take many medications, which creates a chasm between research trials and actual drug use by patients. As a result, information about Adverse Drug Reactions (ADEs) is critical for ensuring patient safety [5]. Clinical information cannot be retrieved from biomedicine literature or narrative clinical reports; consequently, natural language processing (NLP) has been developed expressly for this purpose, which identifies, extracts, and encodes information from biomedicine literature and clinical narratives [4].

The practice of collecting useful information from vast amounts of unstructured text using computational algorithms is known as text mining [6,7]. In the context of pharmacovigilance, "meaningful information" is information that can aid in the detection and assessment of adverse drug events (ADEs). Because text mining provides a technique for converting free text into computable knowledge, it is developing as a method for exploring, analyzing, querying, and managing unused drug safety information. Pharmacovigilance is now based on the analysis of clinical trials and spontaneous reports, as well as a review of biological literature to some
extant. Domain experts often do the study on a case-by-case basis. Statistical approaches have recently been included into standard Pharmacovigilance practice, and these are applied to spontaneous reports [8, 9] and clinical trials [10] to further discover ADE signals. Nonetheless, well-known limitations [11, 12] inherent in the type and range of data sources used in routine Pharmacovigilance, as well as rising public concern about medication safety, have sparked a slew of global research and legislative initiatives [13, 14] aimed at enhancing Pharmacovigilance. It is well acknowledged that development in pharmacovigilance is dependent on a comprehensive methodology that analyses ADE-related data from a diverse range of potentially complementary data sources. With the passage of the Food and Drug Administration Amendments Act (FDAAA) of 2007 [15], Pharmacovigilance research has centered on the expanding secondary use of electronic health records (EHRs) [16]. Other sources, such as biological literature, product labels, social media content, and logs of information seeking activities on the Web, have been explored in recent years to assist holistic Pharmacovigilance. Each source offers a distinct point of view, and each has its own set of advantages and disadvantages.

EHRs contain the promise of active surveillance, the ability to quantify the incidence or risk of ADEs, the ability to identify at-risk patients, and the possibility to deliver more accurate and earlier ADE identification. Unlike the current manual approach, it is conceivable to utilise the biomedical literature computationally for a variety of Pharmacovigilance goals, including signal detection [17]. Product labels offer a wealth of information spanning from adverse medication responses to drug efficacy, risk management, contraindications, drug interactions, and many other topics. Several attempts have evolved to computationally extract information from product labels in order to build a database of known ADEs [18]. The generated knowledgebase can be utilized for additional ADE assessment, determining benchmarks for signal identification, prioritizing and filtering ADEs under research, and detecting class effects. Social media, for example, patients’ experiences with pharmaceuticals that are explicitly shared through online health forums and social networks, as well as implicit health information contained in major search engine search logs, are among the potential data sources. Text mining combines a wide range of statistical, machine learning, and linguistic approaches related to natural language processing to address the issues given by unstructured text (NLP). It is helpful to think of text mining as a process that employs tools, methods, and heuristics created by those who study natural language processing. Text-mining workflows can employ varying degrees of sophistication in NLP approaches, depending on the use case. As a result, unlike traditional NLP, which employs sophisticated language models and computationally intensive syntactic and semantic analyses to extract meaning from text, text mining favors the use of simpler but less costly approaches that scale to large data sets.

Typically, a text mining process begins with multiple pipelined NLP subtasks that structure the text in preparation for the statistical analysis or pattern identification phase. A set of foundational low-level syntactic activities and a set of high-level tasks that build on the low-level tasks and entail semantic processing are among the subtasks.

The primary goal of this study is to use natural language processing technology (NLP) to extract potential adverse events from the notes section of electronic health records, and then to use traditional bio-statistical approaches to detect associations with specific medications that patients are taking.

II. METHODS AND MATERIALS

A. Population and Study Sample

Patient data from Columbia University Hospital, which contains over free text documents such as correspondence, discharge letters, and events, and are growing at a rate of new documents each month, will be used for research purposes. The Clinical Record Interactive Search System (CRIS) [19], a de-identified version of the EHR, will be implemented to create a research resource, and we are also planning to enhance it with language processing tools to extract information from the vast amount of free text format data stored within our database. The clinical dataset Columbia University EHR Structured and Unstructured ADE corpus, which contains information for all patients at Columbia University Hospital, will be used in this investigation. Data will be extracted from the EHR in Columbia University hospital. The data is gathered from 10th June 2019 to 16th August 2019.

B. Study Significance

The major goal of medication safety regulators and researchers is to discover and monitor ADEs that have the potential to cause public harm [20]. Many ADEs are discovered after a medicine has been commercialized, when it is taken by a broader and more diverse population than in clinical trials [21]. Because ADEs detected after a drug has been widely used can be a significant cause of morbidity and mortality, good post-marketing drug safety surveillance is crucial for public health protection. Only after a new drug’s efficacy and safety have been demonstrated in a series of clinical studies is it granted regulatory approval. Randomized, controlled, phase 3 clinical trials/studies are regarded as the most rigorous method of investigating drug efficacy and safety. However, due to their precise inclusion and exclusion criteria, these clinical studies frequently enroll a relatively small number of patients, which may not always reflect all possible consumers of the therapy. Clinical studies are also undertaken for a short period of time, making ADEs with a lengthy latency difficult to identify. Furthermore, following regulatory clearance, drug labeling and/or prescribing practices may change to incorporate new indications or patient populations, off-label usage, or concurrent use with other pharmaceuticals. Each of these new variables may lead to the development of ADEs that were not previously reported during clinical trials. Even over-the-counter pharmaceuticals, such as nonsteroidal anti-inflammatory drugs and phenylpropanolamine, have been linked to documented adverse drug reactions (ADR) following regulatory approval, resulting in product withdrawal or labeling modifications [22, 23].

Data mining medication safety record databases, medical literature, and other digital resources could be useful in supplementing information concerning ADEs gathered during
short-term clinical studies. Data mining for Pharmacovigilance may also create an "early warning system" that can discover drug safety risks faster than existing approaches. For these reasons, the FDA, the pharmaceutical industry, and drug safety experts are all interested in data mining these sources for ADEs.

III. RESULTS

In the first part of the data analysis, we look at six filters that cause the distribution of average age by gender to change the most. Fig. 1 above shows the patients who most affect the distribution of the patients’ ages. Patients 737, 1234 and 64 are among the patients who most affect the distribution of age.

![Fig. 1. Affect the distribution of the patients’ ages.](image1)

The visit derived from HR record, Long Term Care visit and Outpatient visit most affect the distribution of gender versus age at 10.9%, 1.4% and 10.6% of records respectively, as shown in Fig. 2.

![Fig. 2. The distribution of gender versus age.](image2)

Among the drug concept names, Dexamethasone and Atorvastatin are the drugs that most affect the distribution of the age and gender, as shown in Fig. 3.

![Fig. 3. The distribution of the age and gender.](image3)

Among the Cohort start dates, Monday, March 10, 2014, with 12.6% of records; Thursday, August 4, 2016 with 13.8% of records and Saturday, December 27, 2014 with 8.1% of records, among others, most affect the distribution of gender and age, as shown in Fig. 4.

![Fig. 4. The distribution of gender and age on March 10, 2014, August 4, 2016 and December 27, 2014.](image4)

Among the ingredient concepts, Carvedilol, Furosemide and Atorvastatin most affect the distribution of gender and age comparison at 1.2%, 2.6% and 1.4% respectively, as shown in Fig. 5.

![Fig. 5. Effect of the distribution of gender and age.](image5)

Among the ingredient concepts, Carvedilol, Furosemide and Atorvastatin most affect the distribution of gender and age comparison at 1.2%, 2.6% and 1.4%, respectively, as shown in Fig. 6.

![Fig. 6. Distribution of gender versus age comparison.](image6)
Among the ingredient concepts, Carvedilol, Furosemide and Atorvastatin most affect the distribution of gender and age comparison at 1.2%, 2.6% and 1.4% respectively, as shown in Fig. 7.

![Ingredient concepts Carvedilol, Furosemide and Atorvastatin.](image)

Among the drug exposure start dates, Saturday, December 19, 2015, with 0.8% of records; Friday, March 3, 2017, with 1.3% of records and Wednesday, April 12, 2017, with 1% of records most affect the distribution, as shown in Fig. 8.

![The drug exposure start dates.](image)

A. Age of Patients Compared with Drug Exposure End Date

The year 2015 seems to have the oldest patients at the drug exposure end date at an average of 76 years old, as shown in Fig. 9.

![Age of patients compared with drug exposure end date.](image)

![Average age between 2014 and 2015.](image)

![Analysis of drug concept versus age.](image)

![Effect of the Glucose, Omeprazole and Sennosides.](image)

Fig. 10 shows the analysis of the 2.39% increase in average age between 2014 and 2015.

An analysis of drug concept versus age compared by year shows that 0.5 ML pneumococcal had the most significant impact on the increase among drug concept names, as shown in Fig. 11.

![Average age and Count of age by drug concept name and year.](image)

Glucose, Omeprazole and Sennosides had the most significant impact on the increase among ingredient concept names, as shown in Fig. 12.

![Average age and Count of age by ingredient concept, name and year.](image)

Thursday, May 1, 2014, had the most significant impact on the increase among drug exposure start date. Table I above shows that visits derived from EHR record make up 10.9% of all patients followed closely by outpatient visits at 10.6%. Women are the majority at 52% of all the patients, as shown in Table II.
Avoid the stilted ingredient concepts, Carvedilol, as old. There was a glucose, as shown in Table V.

### TABLE I. VISITS DERIVED FROM EHR RECORD

<table>
<thead>
<tr>
<th>Type of visit</th>
<th>Frequency</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Missing</td>
<td>1499</td>
<td>75.9</td>
</tr>
<tr>
<td>Emergency Room Visit</td>
<td>15</td>
<td>0.8</td>
</tr>
<tr>
<td>Inpatient visit</td>
<td>8</td>
<td>0.4</td>
</tr>
<tr>
<td>Long term care visit</td>
<td>27</td>
<td>1.4</td>
</tr>
<tr>
<td>Outpatient visit</td>
<td>209</td>
<td>10.6</td>
</tr>
<tr>
<td>Visit derived from HER record</td>
<td>216</td>
<td>10.9</td>
</tr>
<tr>
<td>Total</td>
<td>1974</td>
<td>100</td>
</tr>
</tbody>
</table>

### TABLE II. FREQUENCY OF GENDER

<table>
<thead>
<tr>
<th>Gender</th>
<th>Frequency</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>1017</td>
<td>51.5</td>
</tr>
<tr>
<td>Male</td>
<td>957</td>
<td>48.5</td>
</tr>
<tr>
<td>Total</td>
<td>1974</td>
<td>100</td>
</tr>
</tbody>
</table>

The Cramer's V value measures the strength of the association between two categorical variables. The value of Cramer's V in this test is 0.18 which implies that there is a weak association between the gender of a patient and the type of hospital visit, as shown in Table V.

### TABLE V. ASSOCIATION BETWEEN THE GENDER OF A PATIENT AND THE TYPE OF HOSPITAL VISIT

<table>
<thead>
<tr>
<th>Symmetric Measures</th>
<th>Value</th>
<th>Approximate Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal by Nominal</td>
<td>Phi</td>
<td>0.1789966</td>
</tr>
<tr>
<td>Cramer’s V</td>
<td>0.1789966</td>
<td></td>
</tr>
<tr>
<td>N of valid cases</td>
<td>1974</td>
<td></td>
</tr>
</tbody>
</table>

### TABLE III. ASSOCIATION BETWEEN THE COHORT START DATE AND THE DRUG EXPOSURE START DATE

<table>
<thead>
<tr>
<th>Symmetric Measures</th>
<th>Value</th>
<th>Approximate Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal by Nominal</td>
<td>Phi</td>
<td>6.0627918</td>
</tr>
<tr>
<td>Cramer’s V</td>
<td>0.9708237</td>
<td></td>
</tr>
<tr>
<td>N of valid cases</td>
<td>1974</td>
<td></td>
</tr>
</tbody>
</table>

The Cramer's V value measures the strength of the association between two categorical variables. The value of Cramer's V in this test is 0.97 which implies that there is a strong association between the cohort start date and the drug exposure start date, as shown in Table III.

### TABLE IV. ASSOCIATION BETWEEN THE TYPE OF HOSPITAL VISIT AND THE TYPE OF DRUG ADMINISTERED

<table>
<thead>
<tr>
<th>Symmetric Measures</th>
<th>Value</th>
<th>Approximate Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal by Nominal</td>
<td>Phi</td>
<td>1.6622077</td>
</tr>
<tr>
<td>Cramer’s V</td>
<td>0.7433619</td>
<td></td>
</tr>
<tr>
<td>N of valid cases</td>
<td>1974</td>
<td></td>
</tr>
</tbody>
</table>

B. Discussion

The preferred spelling of the word “acknowledgment” in America is without an “e” after the “g”. Avoid the stilted expression “one of us (R. B. G.) thanks...”. Instead, try “R. B. G. thanks...”. Put sponsor acknowledgments in the unnumbered footnote on the first page.

Results from the data analysis show that patients 737, 1234 and 64 are among the patients who most affect the distribution of age. When we look at the purpose of the hospital visit, the visits derived from HR record, long term care visit and outpatient visits most affect the distribution of gender versus age at 10.9%, 1.4% and 10.6% of records respectively. Among the drug concept names, Dexpantheonol and Atorvastat are the drugs that most affect the distribution of the age and gender.

As for the Cohort start dates, Monday, March 10, 2014, with 12.6% of records; Thursday, August 4, 2016, with 13.8% of records and Saturday, December 27, 2014, with 8.1% of records, among others, most affect the distribution of gender and age. Among the ingredient concepts, Carvedilol, Furosemide and Atorvastatin most affect the distribution of gender and age comparison at 1.2%, 2.6% and 1.4%, respectively.

The year 2015 seems to have the oldest patients at the drug exposure end date at an average of 76 years old. There was a 2.39% increase in the average age of all patients between 2014 and 2015. An analysis of drug concept versus age compared by year shows that 0.5 ML pneumococcal had the most significant impact on the increase among drug concept names. Glucose, Omeprazole and Sennosides had the most significant impact on the increase among ingredient concept names.

Thursday, May 1, 2014, had the most significant impact on the increase among drug exposure start date. The visits derived from EHR record make up 10.9% of all patients followed closely by outpatient visits at 10.6%. Women are the majority at 52% of all the patients. Most females' visit was derived from EHR record while majority of the males visited the hospital for outpatient services.
There is a statistically significant relationship between the cohort start date and the drug exposure start date. The p-value is less than 0.05 and we therefore reject the null hypothesis and conclude that there is an association between the cohort start date and the drug exposure start date. The Cramer's V value measures the strength of the association between two categorical variables. The value of Cramer's V in this test is 0.97 which implies that there is a strong association between the cohort start date and the drug exposure start date.

There is a statistically significant relationship between the type of hospital visit and the type of drug administered. The p-value is less than 0.05 and we therefore reject the null hypothesis and conclude that there is an association between the type of hospital visit and the type of drug administered. The value of Cramer's V in this test is 0.74 which implies that there is a strong association between the type of hospital visit and the type of drug administered.

There is a statistically significant relationship between the gender of a patient and the type of hospital visit. The p-value is less than 0.05 and we therefore reject the null hypothesis and conclude that there is an association between the gender of a patient and the type of hospital visit. The value of Cramer's V in this test is 0.18 which implies that there is a weak association between the gender of a patient and the type of hospital visit.

IV. CONCLUSION

In conclusion, it is clear that there is a statistically significant association between several variables in our sample data. For instance, there is a fairly strong association between the type of hospital visit and the type of drug administered, which could imply that doctors prescribe medicine based on the type of visit to the hospital by the patient. However, it is worth noting that correlation or association between two variables does not imply causality and we recommend further research to delve deeper into the insights garnered by this study.
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