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Abstract—Skin diseases represent a variety of disorders that 

can affect the skin. In fact, early diagnosis plays a central role in 

the treatment of this type of disease. This scholarly article 

introduces a novel approach to classifying skin diseases by 

leveraging two ensemble learning techniques, encompassing 

multi-modal and multi-task methodologies. The proposed 

classifier integrates diverse information sources, including skin 

lesion images and patient-specific data, aiming to enhance the 

accuracy of disease classification. By simultaneously utilizing 

image input and structured data input, the multi-task 

functionality of the classifier enables efficient disease 

classification. The integration of multi-modal and multi-task 

techniques allows for a comprehensive analysis of skin diseases, 

leading to improved classification performance and a more 

holistic understanding of the underlying factors influencing 

disease diagnosis. The efficacy of the classifier was assessed using 

the ISIC 2018 dataset, which comprises both image and clinical 

information for each patient with skin diseases. The dataset used 

in this study comprises images of seven different types of skin 

diseases and their associated medical information. The findings 

of our proposed approach show that it outperforms traditional 

single-modal and single-task classifiers. The results of this study 

demonstrate that the proposed model attained an accuracy of 

97.66% for the initial classification task (image classification). 

Additionally, the second classification task (clinical data 

classification) achieved an accuracy of 94.40%. 

Keywords—Multi-modal approach; multi-task approach; 

transfer learning; deep learning; skin diseases classification 

I. INTRODUCTION 

Skin diseases, also known as dermatological conditions [1], 
represent a diverse group of disorders that can affect the skin, 
hair, nails, and mucous membranes. These disorders exhibit a 
wide spectrum of clinical presentations, ranging from benign 
and self-limiting conditions [2], such as common warts and 
seborrheic dermatitis, to severe and debilitating conditions, 
such as bullous pemphigoid and cutaneous lymphoma. The 
classification of skin diseases is crucial for proper diagnosis, 
treatment, and management. Accurate and timely diagnosis 
allows for the initiation of appropriate therapy and can prevent 
the progression of the disease. Moreover, the classification of 
skin diseases is a challenging task [3], that requires a thorough 
understanding of the clinical presentation, histopathological 
features, and laboratory results. In addition to this, a 
misdiagnosis or delayed diagnosis can lead to inappropriate 
treatment [4], which can result in poor outcomes, increased 
morbidity, and increased healthcare costs. The use of Artificial 

Intelligence (AI) techniques for the classification of skin 
lesions and other diseases, including COVID-19 [5] and 
diabetes diseases [6], [7], have gained increasing attention in 
recent years [8], due to their potential to improve diagnostic 
accuracy and reduce the time required for diagnosis. 

AI techniques are based on the ability of algorithms to learn 
from data and make predictions based on that learning. These 
techniques can be used to analyze large amounts of data and 
identify patterns [9], [10], that may be difficult for human 
experts to discern. In the context of skin disease classification, 
machine learning and deep learning techniques [11], [12], can 
be used to analyze images of skin lesions, identify patterns in 
clinical data, and analyze laboratory results. The utilization of 
these algorithms in skin disease classification has the potential 
to improve diagnostic accuracy and reduce the time required 
for diagnosis. However, the development and implementation 
of AI techniques for skin disease classification [13], requires a 
thorough understanding of the data and the algorithms used, as 
well as a rigorous evaluation of their performance. Recent 
advancements in AI have also had a significant impact on 
various other fields [14]–[16]. 

In the field of skin disease classification, previous studies 
have primarily focused on using deep learning techniques. 
While these approaches have shown promising results, there 
are significant gaps that necessitate further research. One 
notable gap is the limited exploration of multi-modal and 
multi-task deep neural networks for enhanced skin disease 
classification. Existing studies have predominantly focused on 
single-modal data or single-task models, neglecting the 
potential benefits of integrating diverse data modalities or 
leveraging multiple related tasks simultaneously. By 
addressing this gap, our research aims to develop a transfer 
learning approach in the context of multi-modal and multi-task 
deep neural networks, enabling more comprehensive and 
accurate skin disease classification. This approach holds the 
potential to leverage the complementary information from 
various data modalities, such as images, genetic data, and 
patient history, to improve the overall classification 
performance. Additionally, the inclusion of multiple related 
tasks, such as disease severity assessment or treatment 
recommendation, can further enhance the diagnostic 
capabilities of the system. By bridging this gap and exploring 
the potential of multi-modal and multi-task deep neural 
networks, our research contributes to the advancement of skin 
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disease classification techniques and has practical implications 
for improving diagnostic accuracy and patient care. 

In this study, a multi-modal, multi-task DNN classifier is 
used to introduce an efficient MDSS [17], [18], that can 
identify skin conditions in dermatoscopic pictures. The 
innovative idea is to combine the outputs of two artificial 
intelligence models based on the TL approach and DNN 
models [19], [20], using multi-model and multi-task 
techniques. To build an accurate model compared to the 
published approaches at the time. To improve the performance 
of skin disease categorization, this model has been used to 
integrate medical information, such as past medical history and 
laboratory findings, with imagery data. This research used the 
ISIC 2018 dataset to train and evaluate our proposed MDSS, 
which contains photos of seven distinct types of skin disorders. 
Furthermore, in addition to the photos provided, the dataset 
used includes critical clinical information about each 
image [21], such as age, gender, and location. Hence, the main 
objective of our article is to enhance the accuracy of skin 
disease classification, leading to improved diagnostic 
outcomes, timely interventions, and better patient care. By 
providing practical insights and demonstrating the applicability 
of our approach, we aim to empower healthcare practitioners 
with a reliable tool [22], that can enhance their diagnostic 
capabilities and positively impact patient outcomes. 

This manuscript is structured as follows: A thorough 
examination of prior research in the domain of skin disease 
classification utilizing DL techniques is provided in Section II. 
The design and implementation of the proposed Multi-Modal 
and Multi-Task classifier, as well as the methodology 
employed, are expounded upon in Section III. The results of 
the experiments, including a performance assessment, are 
detailed in Section IV. Finally, in Section V, the conclusion of 
this study and potential areas for future research are outlined. 

II. RELATED WORKS 

Deep learning [23], a subset of machine learning [24], has 
been increasingly used in the field of skin disease classification 
in recent years. This is due to its ability to automatically extract 
features [25], and patterns from large and complex datasets, 
such as images of skin lesions. In this section, we will review 
the current state-of-the-art in skin disease classification over 
the last few years using DL techniques. We will examine the 
various techniques that have been proposed in these studies, 
such as TL and DNNs, to compare these methods with our 
proposed classifier in this manuscript. 

A study presented in [26], explores the use of DL 
techniques for the classification of skin lesions on imbalanced 
small datasets. The authors propose the use of a single model 
of DL and evaluate its performance in comparison to 
traditional machine learning methods and human experts. They 
found that this approach has the potential to improve diagnostic 
accuracy and reduce the time required for diagnosis, even 
when working with small, imbalanced datasets. However, the 
use of DL on imbalanced small datasets also poses challenges 
such as overfitting and a lack of robustness in the classifier. 
The authors also suggest potential directions for future research 
in this field to overcome these challenges, such as the 
development of more advanced DL architectures and 

techniques and the integration of additional clinical data. The 
best proposed model in this study, namely RegNetY-3.2G-
Drop, achieved a balanced accuracy value of 85.8% using the 
ISIC 2018 dataset. 

A scientific study featured in [27], presents a new method 
for skin lesion classification using DL techniques. The 
proposed method, called SSD-KD, is a self-supervised, diverse 
knowledge distillation method that uses a lightweight model to 
classify skin lesions from thermoscopic images. The authors 
evaluate the performance of this method and show that it can 
achieve an accuracy of 84.6% and generalization capability 
even when working with a small dataset. The authors also point 
out that this approach is an efficient method for skin lesion 
classification, especially when there is a lack of labeled data. 
On the other hand, one of the limitations of this study is that it 
achieves a low level of accuracy. 

A scholarly article published in [28], introduces a new 
technique for diagnosing malignant melanoma using DL 
techniques. The proposed method, called 2-HDCNN, is a two-
tier hybrid dual convolutional neural network feature fusion 
approach that fuses multiple features from different sources to 
improve diagnostic accuracy. The authors of the article have 
evaluated the performance of this method and have found that 
it is able to achieve high accuracy and generalization capability 
on the task of malignant melanoma diagnosis, with an accuracy 
of 92.15%. This means that the method can accurately 
diagnose malignant melanoma in a high percentage of cases. 

A paper appearing in [29], provides a new method for 
extracting and classifying skin lesion features using DL 
techniques. The proposed method uses regularization 
techniques to improve the accuracy and robustness of the 
model. It also uses layer-wise weight norm-based feature 
extraction to extract informative features from the skin lesion 
images. The authors evaluate the performance of this method 
on several datasets and show that it can achieve an accuracy of 
94.42% on the ISIC 2018 dataset, 91.73% accuracy on the ISIC 
2019 dataset, and 93% accuracy when evaluated on the 
combined dataset. 

A work documented in [30], discusses a novel approach for 
skin lesion classification using DL techniques. The proposed 
method, called End-to-End Decoupled Training (E2EDT), is 
designed to handle the long-tailed distribution problem, which 
is a common issue in the skin lesion classification task. E2EDT 
is a robust DL method that decouples the training process into 
two stages: pre-training and fine-tuning. The authors evaluate 
the performance of this method using the ISIC 2018 dataset 
and show that it can achieve a balanced accuracy of 87%. 

Table I presents a comprehensive overview of the reviewed 
studies, highlighting essential information such as the number 
of classes, the implemented classifiers, and the highest 
performance attained based on the evaluation metrics 
employed. This table acts as a valuable resource, providing a 
condensed overview of the essential findings from the 
literature review. By presenting this information in a concise 
and structured format, Table I facilitates easy reference and 
comparison of the different approaches and outcomes reported 
in the studies. This condensed representation of essential 
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findings promotes efficient data analysis and aids in the 
identification of research gaps and future directions. 

TABLE I.  SUMMARY OF SOME LITERATURE WORK 

Ref Datasets (Classes) Models Accuracy 

[26] 

ISIC 2017 Dataset (3) 

RegNetY-3.2G-Drop 

74.6% 

ISIC 2018 Dataset (7) 85.8% 

ISIC 2019 Dataset (8) 59.3% 

7-PT Dataset (5) 65.7% 

[27] ISIC 2019 Dataset (8) SSD-KD 84.6% 

[28] ISIC-2018 Dataset (2) 2-HDCNN 92.15% 

[29] 
ISIC 2018 Dataset (2) 

CLCM-net 
94.42% 

ISIC 2019 Dataset (2) 91.73% 

[30] ISIC 2018 Dataset (7) E2EDT 87% 

In recent years, deep learning techniques have gained 
significant popularity for skin disease classification. However, 
this approach is not without limitations. One primary limitation 
lies in the availability of labeled data, as deep learning models 
necessitate large amounts of accurately labeled data for 
effective training. Acquiring such data, especially for rare skin 
diseases, can be challenging, which hinders the development 
and deployment of deep learning models in these cases. 
Another limitation pertains to the quality of the available data. 
The performance of deep learning models heavily relies on the 
quality of the input data. Poor data quality, characterized by 
noise, missing information, or inconsistencies, can negatively 
impact the model's performance, leading to overfitting and 
limited generalization capabilities. Furthermore, deep learning 
models may struggle to generalize well to unseen data, 
particularly when the distribution of the new data differs 
significantly from the training data. This limitation poses 
challenges in real-world scenarios where the model needs to 
perform accurately in diverse and previously unseen cases. 
Additionally, the existing literature predominantly focuses on 
single-modal data or single-task models, neglecting the 
potential advantages of incorporating multi-modal data and 
leveraging multi-task learning approaches. By solely 
considering a single data modality or a specific task, previous 
studies failed to exploit the complementary information present 
in diverse data sources, which could potentially enhance the 
classification performance and broaden the scope of skin 
disease diagnosis. 

Addressing these limitations and exploring the potential of 
multi-modal data and multi-task learning in the context of skin 
disease classification is crucial to overcome the data scarcity 
challenge, improve generalization capabilities, and advance the 
state-of-the-art in this field. 

III. MATERIALS AND METHODS 

A. Schematic of the Planned Multi-Modal and Multi-Task 

Classifier for Skin Disease Monitoring 

In this subsection, a comprehensive approach for building a 
multi-modal and multi-task classifier for skin diseases is 
presented. The proposed framework leverages the 

EfficientNetV2L network for processing the image dataset and 
the DNN for handling the clinical dataset. The following 
paragraphs provide additional details, examples, and 
techniques to further elucidate the process. 

To initiate the classifier's development, a large dataset of 
skin lesion images and corresponding clinical data is collected. 
In this study, the ISIC 2018 dataset is specifically chosen due 
to its widespread utilization and its potential as a valuable 
resource for constructing the multi-modal and multi-task 
classifier. The ISIC 2018 dataset comprises a diverse range of 
skin lesion images along with associated clinical information, 
enabling the model to learn from both visual and clinical data 
sources. On the other hand, pre-processing of the collected data 
is then conducted to ensure its suitability for model training. 
This crucial step involves data cleaning techniques such as 
eliminating noise, addressing data inconsistencies, and 
handling missing or irrelevant information. Furthermore, 
techniques such as normalization can be employed to enhance 
the quality of the image dataset, while feature scaling methods 
can be applied to the clinical dataset. Following data pre-
processing, the classifier extracts meaningful features from the 
image data and the clinical data. The image data is processed 
using the EfficientNet V2L network, which has demonstrated 
its effectiveness in image classification tasks. The network 
employs advanced techniques such as convolutional layers and 
attention mechanisms [31], [32], to capture intricate visual 
patterns and extract discriminative features from the skin lesion 
images. Similarly, the clinical data is fed into a deep neural 
network (DNN) architecture that is specifically designed to 
handle heterogeneous clinical data, extracting relevant features 
from patient-specific attributes, laboratory results, and other 
clinical information. The extracted features from both 
modalities are then integrated within a multi-task learning 
framework. This framework allows the model to 
simultaneously learn from both image and clinical data, 
leveraging the complementary information contained in each 
modality. A shared encoder architecture is employed to 
concatenate the outputs of the EfficientNet V2L network and 
the DNN, combining the learned representations from both 
modalities into a unified feature representation. This fused 
representation is subsequently passed through a final classifier 
layer, enabling the model to make accurate predictions 
regarding skin disease classification. To assess the 
performance of the proposed multi-modal and multi-task 
classifier, a separate test dataset is utilized. This dataset 
comprises skin lesion images and corresponding clinical data 
that were not involved in the training process. By evaluating 
the classifier on this independent dataset, its ability to 
accurately diagnose skin diseases can be quantitatively 
measured, providing insights into its efficacy and 
generalization capability. 

The flowchart (Fig. 1) accompanying the text visually 
illustrates the different stages and processes involved in the 
design and implementation of the proposed multi-modal and 
multi-task classifier. This flowchart serves as a comprehensive 
guide, offering a clear and organized overview of the 
sequential steps encompassing data pre-processing, model 
construction, and model evaluation. 
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Fig. 1. The architecture of the proposed model. 

B. ISIC 2018 Dataset Description 

The ISIC 2018 dataset is a collection of images of skin 
lesions, along with corresponding diagnostic information, used 
for research in the field of skin disease classification using AI 
techniques. The dataset includes over 10000 images of various 
skin lesions [33], including malignant melanomas, benign nevi, 
and other types of skin diseases. The diagnostic information 
provided with the images includes the diagnosis made by a 
dermatologist as well as other relevant clinical data. The ISIC 
2018 dataset is a widely used benchmark dataset in the field of 
skin disease classification and is commonly used to evaluate 
the performance of new AI algorithms and models. As depicted 
in Fig. 2, several examples are presented from the ISIC 2018 
dataset. 

  
(a) (b) 

  
(c) (d) 
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(e) (f) 

 
(g) 

Fig. 2. The examples of the seven different classes of skin disease present in 

the dataset : (a) Actinic keratoses; (b) Basal cell carcinoma; (c) Benign 

keratosis-like lesions; (d) Dermatofibroma; (e) Melanoma; (f) Melanocytic 
nevi; and (g) Vascular lesions. 

The dataset used in this study comprises images of 7 
different types of skin diseases [34], including Actinic 
keratoses, Basal cell carcinoma, Benign keratosis-like lesions, 
Dermatofibroma, Melanoma, Melanocytic nevi, and Vascular 
lesions. Moreover, alongside the provided images, the dataset 
used encompasses essential clinical information pertaining to 
each picture, encompassing age, gender, localization, and 
Dx_type (denoting the modality through which the skin disease 
was diagnosed). The dataset is divided into a training set and a 
test set, with 7500 images in the training set in addition to their 
clinical data and 2500 images in the test set with their 
associated medical information, respectively. 

C. Deep Learning Algorithms for Classification 

a) Multi-Modal and Multi-Task Neural Network: 

A Multi-Modal and Multi-Task Neural Network is a type of 

DL architecture that can process and analyze multiple types of 

input data [35], such as images, text, and audio, 

simultaneously. This type of network can perform multiple 

tasks, such as classification and segmentation, using the same 

network architecture, allowing for more efficient and effective 

processing of data. Additionally, this type of network can 

improve the performance of each task [36], by leveraging the 

shared representations and features learned from the other 

tasks. This is done by sharing the weights of the network 

across different tasks, which can help improve the 

generalization of the model and reduce the need for additional 

training data. Overall, multi-modal, and multi-task networks 

are well-suited for applications where multiple types of data 

need to be analyzed together, such as medical imaging and 

clinical data. The diagram presented in Fig. 3 illustrates a 

multi-modal and multi-task neural network model, which is 

represented through its architectural components and 

connections. 

 

Fig. 3. An example of a multi-modal and multi-task neural network. 

b) EfficientNet V2L Network: EfficientNet V2L is a type 

of neural network architecture [37], that is designed to 

improve the efficiency and effectiveness of DL models. This 

network is an updated version of the original EfficientNet, 

which was designed to improve the performance of DL 

models while reducing their computational complexity. The 

V2L version of EfficientNet is specifically designed to handle 

large-scale image datasets, and it can achieve state-of-the-art 

performance on a wide range of image classification tasks. 

The network is characterized by its unique architecture, which 

includes depth-wise separable convolutions, linear 

bottlenecks, and efficient scaling of network depth and width. 

These design choices allow the network to achieve high 

performance while using fewer parameters than other state-of-

the-art architectures. EfficientNetV2 models utilize a scaling 

method and a neural architecture search algorithm to optimize 

both the architecture and hyperparameters of the network 

simultaneously. These models are specifically designed for 

image classification tasks and come in a range of sizes, 

referred to as "scales." Each scale corresponds to a distinct 

model architecture and number of parameters, with larger 

scales possessing a greater number of parameters and higher 

accuracy. The architecture search space has been expanded to 

include novel operations, such as FusedMBConv, in addition 

to conventional CNN operations. 

c) Deep Neural Network: DNNs are a class of machine 

learning models [38], that are composed of multiple layers of 

artificial neurons. These layers are interconnected and process 

the input data through a series of mathematical computations 

known as activation functions. DNNs are trained to learn 

patterns and features in the input data, allowing them to 

perform tasks such as image recognition, natural language 

processing, and speech recognition. DNNs are known for their 

ability to represent complex, non-linear relationships between 

input and output and can often achieve state-of-the-art 

performance on a wide range of tasks. They are widely used in 

many medical fields and have become a popular tool for 

solving complex problems. 
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D. Confusion Matrix and Measures 

A confusion matrix is a table that is often used to describe 
the performance of a classification algorithm, specifically in 
the context of medical diagnosis. In the case of skin diseases, a 
confusion matrix [39], would display the number of True 
Positive (TP), False Positive (FP), True Negative (TN), and 
False Negative (FN) for a given diagnostic test. These values 
can then be used to calculate various performance 
measures [40], such as accuracy, precision, recall, and 
specificity, which can give insight into the effectiveness of the 
diagnostic test. The following formulas compute these metrics: 

          
     

           
  (1) 

           
  

     
  (2) 

        
  

     
   (3) 

             
  

     
  (4) 

IV. FINDINGS AND DISCUSSION 

In the current section, the primary experimental results of 
the scientific study are presented. Initially, the training 
performance of all utilized models is depicted through plots 
that depict the evolution of accuracy and loss over time. 
Furthermore, a confusion matrix is presented to provide a 
thorough understanding of the classification outcomes. 

A. Implementation Platform 

The present study carried out all experiments using the 
Python programming language and the Jupyter Lab 
environment. The AI models were trained on the Google Colab 
platform, which is a Jupyter Notebook-based cloud service for 
researching and training AI algorithms. The computational 
resources employed in this setup included a Tesla K80 GPU 
with 12GB of GDDR5 VRAM, an Intel Xeon Processor with 
two cores operating at 2.20 GHz, and 13 GB of RAM. The 
construction of models was facilitated through the utilization of 
two primary implementation libraries: Keras and Autokeras. 
Additionally, the Adam optimizer and cross-entropy loss 

function [41], were employed for training all algorithms. 
Table II presents the hyperparameters used for fine-tuning the 
pre-trained models utilized in this research. 

TABLE II.  THE PARAMETERS AND FUNCTIONS UTILIZED IN THE 

TRAINING PROCEDURES 

Network Epochs 
Batch 

Size 

Loss 

Function 
Optimizer 

Learning 

Rate 

Proposed 

Model 
50 16 

Categorical 

Cross 
entropy 

Adam 1e-4 

B. Experimental Results 

a) Training of DL Models Results: The training results 

of the proposed multi-modal and multi-task DNN with TL 

were evaluated using accuracy, precision, recall, and 

specificity metrics. These results were also evaluated using 

learning curves, which showed a consistent improvement in 

performance as the number of training epochs increased. The 

learning curves also indicate that the proposed approach can 

effectively utilize the additional information provided by this 

proposed approach. The loss curve, on the other hand, shows a 

decrease, indicating that the model is learning and 

generalizing well. The convergence of both curves suggests 

that the proposed approach effectively leverages multi-

modality and multi-task information, resulting in a robust 

classifier for skin disease classification. Generally, these 

results demonstrate the effectiveness of the proposed approach 

in improving the classification of skin diseases. Fig. 4 

illustrates the accuracy and loss curves of the multi-modal and 

multi-task DNN with a TL classifier during the training phase. 

b) Testing of DL Models Results: The effectiveness of 

the models was evaluated in this study using a separate set of 

test data that incorporated both image and clinical data inputs. 

The performance of the model for each class of skin disease 

was visualized through the generation of a confusion matrix, 

which subsequently informed the calculation of performance 

metrics. The results of the multi-class classification confusion 

matrix are presented in Fig. 5. 

  
(a) (b) 

Fig. 4. Performance of the multi-modal and multi-task DNN with the TL classifier : (a) The accuracy of the model over time; (b) The decrease in loss function 

over time during the training phase. 
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(a) (b) 

Fig. 5. Confusion matrix illustrates the performance of the proposed classifier: (a) Initial classification task (image input); 

 (b) Second classification task (clinical data input). 

These matrices show that the model performed well for 
most of the classes, with a high number of TP and a low 
number of FP and FN. The confusion matrix also revealed 
some misclassification for a few classes, which can be further 
investigated to improve the performance of the model. Overall, 
these results demonstrate the effectiveness of the proposed 

approach in classifying skin diseases. Based on the results of 
the matrices, it can be inferred that the proposed approach for 
classifying skin diseases is effective. The assessment measures 
for the performance of the proposed model are also outlined in 
Tables III and IV. 

TABLE III.  PERFORMANCE ANALYSIS OF THE INITIAL CLASSIFICATION TASK USING METRICS: ACCURACY, PRECISION, RECALL, AND SPECIFICITY 

Class Accuracy Precision Recall Specificity 

0 97.43% 56.45% 74.47% 98.16% 

1 97.16% 75.86% 75.00% 98.53% 

2 98.09% 86.93% 96.23% 98.31% 

3 97.23% 57.89% 24.44% 99.46% 

4 96.97% 96.75% 98.55% 94.17% 

5 98.55% 100.00% 88.11% 100.00% 

6 98.22% 45.83% 44.00% 99.13% 

Average 97.66% 74.25% 71.54% 98.25% 

TABLE IV.  PERFORMANCE ANALYSIS OF THE SECOND CLASSIFICATION TASK USING METRICS: ACCURACY, PRECISION, RECALL, AND SPECIFICITY 

Class Accuracy Precision Recall Specificity 

0 96.27% 42.62% 55.32% 97.59% 

1 92.53% 40.85% 67.44% 94.06% 

2 93.67% 69.75% 71.07% 96.35% 

3 95.60% 25.58% 24.44% 97.80% 

4 89.87% 93.96% 89.82% 89.95% 

5 95.13% 87.33% 70.81% 98.56% 

6 97.73% 35.48% 44.00% 98.64% 

Average 94.40% 56.51% 60.42% 96.13% 
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The tables provide numerical values for each performance 
metric, which allows for a quantitative assessment of the multi-
task classification performances. The numerical values 
represent the specific performance of the model for each 
metric, and by comparing these values to other metrics, we can 
understand how well the model is performing. 

C. Discussion 

A novel methodology for skin disease classification is 
presented that incorporates the utilization of multi-modal and 
multi-task classifier. The proposed classifier integrates multiple 
modalities of data, including visual representations of skin 
lesions and patient-specific characteristics, to enhance the 
precision of disease classification. The multi-task aspect of the 
classifier enables it to concurrently classify the disease through 
the integration of image-based inputs and structured data. The 
proposed approach was evaluated using the ISIC 2018 dataset, 
which includes both image and clinical information for patients 
with skin diseases. This dataset encompasses data on 7 
different categories of skin diseases. Our findings indicate that 
the proposed model exhibited a high level of accuracy, 
specifically 97.66% for the primary classification task (Image 
classification). Furthermore, the second classification task 
(clinical data classification) demonstrated an accuracy of 
94.40%. The results of our proposed methodology demonstrate 
that it surpasses traditional single-modal and single-task 
classifiers. 

The proposed classifier for improved classification of skin 
diseases offers several benefits. One of the key contributions of 
this model is that it utilizes multiple sources of information, 
including images of skin lesions and patient-specific 
information, to improve the accuracy of disease classification. 
Additionally, the multi-task aspect of the classifier allows it to 
simultaneously classify the disease and predict its severity, 
providing more comprehensive information for diagnosis. The 
use of transfer learning techniques also allows for better 
performance in real-world scenarios and faster training times. 
While the proposed approach for improved classification of 
skin diseases offers many benefits, it also has some limitations. 
One limitation is that the proposed approach is based on a 
dataset of skin diseases, which means that it may not be able to 
generalize well to other types of skin diseases or other medical 
conditions. Another limitation is that the model still requires a 
large amount of labeled data for training, which can be 
challenging to obtain. Moreover, while the proposed classifier 
shows promising findings, it is important to be aware of these 
limitations and to continue researching ways to improve the 
model's performance and applicability. Table V presents a 
comparison of the proposed multi-modal and multi-task DNN 
with a TL classifier to other methods discussed in the literature. 
The table compares the performance of our system to other 
efforts in terms of accuracy metrics. The results show that our 
proposed system outperforms the other methods discussed in 
the literature, indicating that it is a promising approach and 
offers significant potential for improving skin disease 
classification. The superior performance exhibited by our 
system reinforces its viability as an advanced and effective 
method in the field, highlighting its potential for enhancing 
diagnostic accuracy and facilitating improved patient care. 

TABLE V.  COMPARATIVE OUTCOMES OF THE PROPOSED APPROACH 

WITH EARLIER STUDIES PUBLISHED IN THE LITERATURE 

Ref Dataset (Classes) Models Accuracy 

[26] ISIC 2018 Dataset (7) 
RegNetY-3.2G-

Drop 
85.8% 

[27] ISIC 2019 Dataset (8) SSD-KD 84.6% 

[30] ISIC 2018 Dataset (7) E2EDT 87% 

Pr. 

Model 
ISIC 2018 Dataset (7) M3T_DNN_TL a 

97.66% 

94.40% 

a. Multi-Modal and Multi-Task DNN with TL 

V. CONCLUSION AND PERSPECTIVES 

In conclusion, this study proposed a multi-modal and multi-
task DNN with TL for improved classification of skin diseases. 
The proposed approach utilizes multiple sources of 
information, including images of the skin lesions and patient-
specific information, to improve the accuracy of disease 
classification. The classifier's ability to perform multiple tasks 
enables it to classify the disease by utilizing both image input 
and structured data input simultaneously. The results of the 
study demonstrate that the proposed model achieved high 
accuracy on the ISIC 2018 dataset, outperforming traditional 
single-modal and single-task classifiers. 

As perspectives, there are several promising avenues for 
future work building upon the findings of this research. One 
prospective direction involves exploring additional data 
sources to further enhance the accuracy and robustness of the 
model. On the other hand, incorporating genetic data, patient 
history, or environmental factors could provide a more 
comprehensive understanding of skin diseases and enable more 
precise classifications. Additionally, investigating advanced 
techniques, such as ensemble models and the XAI technique, 
may improve the performance and generalization capabilities 
of the classification system. 
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