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Abstract—Hierarchical and identity-based encryption (HIBE) is very valuable and widely used in many occasions. In the Internet of Things based on cloud services, efficient HIBE is likely to be applied to cloud service scenarios for the limited computing ability of some terminal devices. What’s more, because of the insecurity of cryptographic systems caused by side channel attacks, the design of leakage resilient cryptographic scheme has attracted more and more cryptography researchers’ attention. In this study, an efficient leakage resilient HIBE is constructed. (1) In essence, this given scheme contains a hierarchical ID-based key encapsulation system. By using the extractor to act on the encapsulated symmetric key, this proposed scheme may resist the disclosure for the symmetric key due to side channel attacks. The relative leakage ratio of the encapsulated key is close to 1. (2) We also construct a hierarchical identity-based hash proof system that provides the security of our scheme. The proposed scheme can not only resist side channel attacks, but also has short public key parameters and computational efficiency, which is very suitable for applications in the Internet of Things environment. (3) There is no limit to the hierarchy depth of the system, and only the maximum hierarchy length is required to be given when the system is initialized.

Keywords—Identity-based encryption; side channel attack; hash proof system; composite order group

I. INTRODUCTION

The hierarchical identity based encryption (HIBE) scheme has many practical applications. Pavithran et al. [1] constructed a blockchain structure with privacy protection suitable for the Internet of Things (IoT) through HIBE. Their scheme is very suitable for some terminal devices with limited computing resources. The practicability of the scheme is demonstrated through the traffic radar speed measurement system. Fan et al. [2] constructed an efficient data protection scheme of Message Queuing Telemetry Transport (MQTT) through HIBE. MQTT is widely used for the transmission and communication.

The researches [3] and [4] all gave HIBE schemes in the random oracle model. The given scheme in the study [3] does not affect the security of the system due to the hierarchy depth. Based on Bilinear Diffie Hellman (BDH) assumption, HIBE against collusion attack is given in the study [3].

The research [4] introduced the concept of HIBE and security. A concrete two-layer HIBE scheme is given. The upper layer is completely collusion-resistant, while the lower layer is only partially collusion-resistant. Based on BDH assumption, the security of the scheme is proved in the random oracle model.

The study [5] proposed HIBE which is not affected by the depth of hierarchy, and the key length and decryption cost are fixed. The ciphertext is fixed to three elements, and decryption requires only two bilinear map operations.

The research [6] gave HIBE that is not affected by the depth of hierarchy, and the ciphertext of the proposed scheme has a shorter length. Through the dual system encryption technology, they obtained the full security of the scheme based on the three static assumptions of the composite order group.

The dual system encryption technology is also considered in the research [7], but they constructed secure schemes in prime order groups. In particular, they presented new randomization and parameter-hiding techniques in prime-order groups.

Considering the efficiency of HIBE, the authors in [8] presented an efficient HIBE scheme. This study fully considered the effect of the system parameters, and improved the existing scheme by appropriately reducing unnecessary parameters.

Although there are some leakage resilient (LR) encryption schemes, there are few efficient LR encryption schemes. There are usually two types of means to solve efficiency problems. First, by properly optimizing parameter settings and removing unnecessary parameters, one may obtain an efficient scheme. Second, the scheme in the composite order group is transformed into the scheme in the prime order group. In this research, we will reduce the parameters appropriately by removing unnecessary parameters, so as to achieve the goal of high efficiency. This research constructs an efficient hierarchical identity based LR encryption scheme.

In this research, an efficient leakage resilient encryption scheme is explored. Through the use of extractor technology we obtain leakage resilient encryption scheme. Through the appropriate reduction of parameters we improve the efficiency of the system. Through the hash proof system we prove the security of the given system. This research provides an efficient leakage-resilient hierarchical identity-based encryption scheme that can resist almost all leakage of the encapsulated symmetric key. The relative leakage ratio of the encapsulated key is close to 1.
Other sections are arranged as follows. Section II gives the related works and our research motivation. Section III gives some necessary preparatory knowledge. Section IV gives the concrete scheme. Safety proof and leakage performance analysis are given in Section V. Section VI gives the performance comparison. The conclusion is given in Section VII.

II. RELATED WORKS

In the research [9], a new HIBE with the maximum hierarchy depth was proposed. When the system is initialized, the maximum hierarchy depth should be given. Considering the absolute trust of the root PKG and the incomplete trust of the sub PKG, it is impossible to delegate a private key for the next layer without the keys of other layers. In this way, the burden of key escrow is reduced.

Jiang et al. [10] presented a secure HIBE against chosen plaintext attacks (CPA). Using lattice theory, its CPA security is proved through learning with errors (LWE) theory. Making an additional point, an efficient HIBE is also proposed against adaptive chosen-ciphertext attacks (CCA). This scheme's security is provided through the shortcut vector problem (SVP) difficult assumption under random oracle model.

Emura et al. [11] has built an efficient HIBE through key isolation technology. They proposed a scheme called key-insulated HIBE (HKIBE). First, the pairing based HKIBE was constructed through the k-linear assumption under the standard model. Furthermore, they also gave a method to construct efficient HKIBE from general HIBE.

The study [12] gave a revocable identity-based (RIB) and authenticated key exchange (AKE). The scheme has these functions of decentralization and private key revocation. In addition, the general method of constructing hierarchical RIB-AKE from a hierarchical RIB key encapsulation mechanism is also given.

The authors [13] provided a functional encryption based on inner product under public key cryptosystem. When decryption is in progress, the decryptor's identity can be specified and this receiver's identity may be hierarchical. They also gave an experimental result to explain that their presented scheme has certain application value.

Langrehr and Pan [14] presented two adaptive and tight secure HIBE schemes. It is mainly constructed through Matrix Diffie-Hellman assumptions.

In order to resist quantum attacks, this study [15] constructed three hierarchical identity-based (HIB) schemes in the networks which can tolerate time delays. Through the lattice based LWE hypothesis, this study [15] proposed an HIB key agreement scheme, an HIB key update scheme and a non-interactive HIB key agreement scheme.

To avoid key exposure, this research [16] put forward the key isolated encryption technology. Shikata et al. [16] gave a hierarchical key insulated encryption scheme in the standard model.

The study [17] constructed the unbounded HIBE through double system groups and gave an example. This proposed scheme has shorter ciphertext and private key and has higher computational efficiency.

Zhang et al. [18] constructed anonymous HIBE in prime order groups. Its main advantage is that the private key and ciphertext are fixed in size.

The research [19] gave a CPA secure HIB broadcast encryption. This given scheme is based on prime order group which has high efficiency of computing. Then, the CPA secure scheme was converted to CCA secure scheme by one-time signature.

Some schemes have explored efficiency, such as the schemes [8, 11]. However, these schemes do not take into account the impact of side channel attacks, which may lead to the insecurity of the cryptographic systems.

A. Side Channel Attacks

In recent years, many side channel attacks have been discovered. The authors [20] made a study on the power analysis of pairing based cryptography implementation. The specific attack towards pairing cryptography scheme was given. Aiming at the typical lightweight encryption scheme LBlock, Weng et al. [21] presented an improved key differential analysis attack. The authors in [22] identified the keys by sound characteristics, and applied this attack to PIN pads. Chen et al. [23] exploited an attack in which an attacker may gain system's secret information from observing this timing and other characteristics of the cryptographic system.

Many researchers engage in leakage resilient (LR) cryptography research, and have constructed some encryption schemes with leakage resilience, such as LR public key encryption schemes [24, 25], LR identity-based encryption schemes [26, 27, 28, 29], LR attribute-based encryption schemes [30, 31, 32], LR certificate based encryption scheme [33, 34, 35], and leakage resilient certificateless encryption scheme [36, 37].

B. Our Motivations and Contributions

Inspired by the researches [6, 8], this study explores efficient encryption scheme in leakage resilient cryptography. An efficient HIBE with leakage resilience (LR-HIBE) is constructed.

First, the presented scheme has the function of resisting private key disclosure. By using the extractor, the given scheme may resist the leakage for the encapsulated symmetric key. It can resist the leakage of almost the entire encapsulated symmetric key.

Secondly, the presented scheme improves the overall performance of the system by reasonably reducing the parameters. Our scheme has less public key parameters. In addition, it greatly improves the efficiency of private key generation, private key delegation and encryption.

Furthermore, our scheme has good practicability and can greatly share the burden for the root private key generation center. The hierarchical function of the scheme enables the system to delegate private keys layer by layer. For example, we use Fig. 1 to show the information management system about Suqian University. Suqian University is the root. Those
colleges are the secondary nodes. These departments are the tertiary node, and the counselor or teacher is the leaf node. Let U represent the university. Let C represent the college. Let D represent the department. Let T represent the teacher. A member with the identity (Suqian University: School of Information Engineering) can delegate a private key to a member whose identity is (Suqian University: School of Information Engineering: Department of Software Engineering). However, he cannot delegate the private key to a member of (School: School of Management: Department of Accounting).

![Diagram of hierarchy](image)

**Fig. 1.** The hierarchy of the information management system of Suqian University.

### III. PRELIMINARIES

#### A. Bilinear Groups with Composite Order

The research [38] gave the definitions about bilinear groups with composite order (BG-CO). Let $\Psi$ to denote a BG-CO generation algorithm, which inputs the safety parameter $\lambda$, and outputs a BG-CO $\Omega = \{ N = v_1 v_2 v_3, G_1, G_2, e \}$, where $v_1, v_2, v_3$ are three different primes ($\log(v_1) = \log(v_2) = \log(v_3)$), $G_1$ is cyclic group with order $N$ and $G_2$ is cyclic groups with order $N$. $e$ is a bilinear mapping which satisfies the following two conditions.

1) Bilinearity.

$$\forall g_1, h_1 \in G_1, a, b \in Z_N, e(g_1^a, h_1^b) = e(g_1, h_1)^{ab}$$

2) Non-degenerability. $\exists g_1 \in G_1$ such that $e(g_1, g_1) \neq 1_{G_2}$.

Furthermore, it is required that the operations in groups $G_1$ and $G_2$ are computable in terms of the polynomial time about the security parameter $\lambda$. We use $G_{v_1}, G_{v_2}$ and $G_{v_3}$ to denote these subgroups in the group $G_1$ whose order is $v_1, v_2$ and $v_3$ respectively. In particular, when $d_1 \in G_{v_1}$ and $d_2 \in G_{v_2}$, $d_3 \in G_{v_3}$ ($i \neq j$), $e(d_i, d_j)$ is the identity for $G_2$. For example, supposing that $d_1 \in G_{v_1}, d_2 \in G_{v_2}$ and $p$ is a generator for $G_1$, then $p^{v_1}$ derives $G_{v_1}$, $p^{v_2}$ derives $G_{v_2}$, $p^{v_3}$ derives $G_{v_3}$. In this way, we can find $\alpha_i, \alpha_2$ such that $d_1 = (p^{v_1})^{\alpha_1}$ and $d_2 = (p^{v_2})^{\alpha_2}$. So $e(d_1, d_2) = e(p^{v_1 \alpha_1}, p^{v_2 \alpha_2}) = e(p^{\alpha_1}, p^{\alpha_2})^{v_3} = 1$.

The $G_{v_1}, G_{v_2}$ and $G_{v_3}$ are orthogonal.

Three complexity assumptions are given here, which is going to be employed in the security proof.

We let $G_{v_1 v_2}$ to express a subgroup with order $v_1 v_2$. Other uses are similar.

Hypothesis 1. Given a composite order bilinear group generation algorithm $\Psi$ and the distribution as follows.

$$\Omega = \{ N = v_1 v_2 v_3, G_1, G_2, e \}$

$$g_1 \leftarrow R G_{v_1}, X_3 \leftarrow R G_{v_3},$$

$$W = (\Omega, g_1, X_3),$$

$$T_1 \leftarrow R G_{v_1 v_2}, T_2 \leftarrow R G_{v_2 v_3}.$$  

This advantage that one algorithm $A$ breaks hypothesis 1 is defined as $Adv_{\Psi, A}(\lambda) := |\Pr[A(W, T_1) = 1] - \Pr[A(W, T_2) = 1]|$.

According to the study [6], it is said that the algorithm $\Psi$ satisfies hypothesis 1, if the advantage $Adv_{\Psi, A}(\lambda)$ obtained by any probability polynomial adversary is negligible.

Hypothesis 2. Given a composite order bilinear group generation algorithm $\Psi$ and the distribution as follows.

$$\Omega = \{ N = v_1 v_2 v_3, G_1, G_2, e \}$$

$$g_1, X_1, X_2, Y_1, Y_2 \leftarrow R G_1, G_2, G_3,$$

$$W = (\Omega, g_1, X_1, X_2, X_3, Y_1, Y_2),$$

$$T_1 \leftarrow R G_{v_1 v_2}, T_2 \leftarrow R G_{v_2 v_3}.$$  

This advantage that one algorithm $A$ breaks hypothesis 2 is defined as $Adv_{\Psi, A}(\lambda) := |\Pr[A(W, T_1) = 1] - \Pr[A(W, T_2) = 1]|$.

According to the research [6], it is said that the algorithm $\Psi$ satisfies hypothesis 2, if the advantage $Adv_{\Psi, A}(\lambda)$ obtained by any probability polynomial adversary is negligible.
Hypothesis 3. Given a composite order bilinear group generation algorithm $\Psi$ and the distribution as follows.

$$\Omega = (N = v_1 v_2 v_3, G_1, G_2, e) \leftarrow R \Psi, \alpha, s \leftarrow R \mathbb{Z}_N,$$

$$g_1 \leftarrow R G_1, x_2, y_2, Z_2 \leftarrow R g_{1,1}, x_3 \leftarrow R \mathbb{G}_2,$$

$$W = (\Omega, g_1, g_1 \alpha x_2, x_3, g_1 s y_2, Z_2),$$

$$T_1 \leftarrow R e(g_1, g_1)^{as}, T_2 \leftarrow R G_2.$$

This advantage that one algorithm $\mathcal{A}$ breaks hypothesis 3 is defined as $\text{Adv}_{\Psi, \mathcal{A}}^\lambda(\lambda) := \Pr[A(W, T_1) = 1] - \Pr[A(W, T_2) = 1].$

According to the research [6], it is said that the algorithm $\Psi$ satisfies hypothesis 3, if the advantage $\text{Adv}_{\Psi, \mathcal{A}}^\lambda(\lambda)$ obtained by any probability polynomial adversary is negligible.

**B. Binary Extractor**

This statistical distance about two random variables $P$ and $Q$ is defined as:

$$\text{STDS} = \frac{1}{2} \sum_{\theta \in \mathbb{Z}} |\Pr(P = \theta) - \Pr(Q = \theta)|. $$

This minimum entropy for a random variable $P$ is defined as:

$$H_{\infty}(P) = -\log(\max_{P} \Pr(P = p)).$$

The extractor [39]. We call a function $\text{Ext} : \{0,1\}^n \times \{0,1\}^m \rightarrow \{0,1\}^m$ as $(k, \varepsilon)$ strong extractor as long as it meets the conditions. Suppose that $U$ is the uniform distribution over $\{0,1\}^n$ and $V$ is the uniform distribution over $\{0,1\}^m$. If $A \in \{0,1\}^n$ and $H_{\infty}(A) > k$ , we can get that $\text{STDS}(\text{Ext}(A, V), V, (U, V)) \leq \varepsilon$, where $\varepsilon$ is a negligible value.

**Conclusion 1** [40]. If $P$, $Q$ and $R$ are three random variables, and $Q$ contains $2^z$ value where $z$ is an integer which is used to express the upper bound of leakage, we get $\tilde{H}_{\infty}(P \mid (Q, R)) \geq \tilde{H}_{\infty}(P \mid R) - z$.

**C. Hierarchical Identity-Based Hash Proof System**

Inspired by the literature [40, 41, 42], we constructed a hierarchical identity-based hash proof system (HIB-HPS). The HIB-HPS includes the following algorithms: Setup, KeyG, Delegate, Encap, Encap*, and Decap.

**Setup.** This algorithm inputs a security parameter $\lambda$. It generates the public key parameter $PK$ and the master private key $MK$. $\text{Setup}(\lambda) \rightarrow PK, MK$.

**KeyG.** This algorithm inputs $MK$ and an identity vector $\tilde{I}$ . It gives the private key $SK_{\tilde{I}}$. $\text{KeyG}(MK, \tilde{I}) \rightarrow SK_{\tilde{I}}$.

**Delegate.** This algorithm takes an identity vector $\tilde{I}$ with depth $i$ and an identity $ID_{i+1}$ as the input. It produces the private key $SK_{I,ID_{i+1}}$ for this identity vector $I : ID_{i+1}$ with depth $i+1$. $\text{Delegate}(PK, SK_{I}, ID_{i+1}) \rightarrow SK_{I,ID_{i+1}}$.

**Encap.** This algorithm inputs $PK$ and $\tilde{I}$ . It generates $(C, k)$. $C$ expresses a correct ciphertext. $k$ expresses an encapsulated key. $\text{Encap}(PK, \tilde{I}) \rightarrow (C, k)$.

**Encap*.** This algorithm inputs $PK$ and $\tilde{I}$. It obtains an invalid ciphertext $C$. This algorithm is only used for the security proof. $\text{Encap}^*(PK, \tilde{I}) \rightarrow C$.

**Decap.** The algorithm inputs $PK$, $C$ and a private key $SK_{I}$. It produces an encapsulated key $k$. $\text{Decap}(PK, SK_{I}, C) \rightarrow k$.

HIB-HPS has the three characteristics as follows.

1) Correctness

$$\Pr[k \neq k'] | \text{Encap}(PK, \tilde{I}) \rightarrow (C, k),$$

$$\text{Decap}(PK, SK_{I}, C) \rightarrow k' < \varepsilon,$$

which means that the decapsulation algorithm are almost always right to obtain the encapsulation key. That is, if the encapsulation algorithm is used to obtain ciphertext $C$ and the encapsulated key $k$ , then the probability of the encapsulated key $k$ obtained by the de encapsulation algorithm is $1-\varepsilon$ ($\varepsilon$ is a negligible value).

2) Indistinguishability between the valid and invalid ciphertext.

Given a private key $SK_{I}$, the ciphertext gained by the Encap algorithm is indistinguishable from the ciphertext generated by an invalid Encap* algorithm.

The indistinguishability is reflected by the next game which is played by an attacker $A$ and a challenger $C$.

**Game_{Real}**

**Initialize.** $C$ revokes the algorithm Setup to gain the public parameter $PK$. Let $S$ denote the private key created by the challenger but not given to the attacker. The $S$ is null at the beginning, i.e. $S = \phi$. 
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Phase 1. A carries on the private key creation inquiry (\(\square = \text{Create} \)), private key delegation inquiry (\(\square = \text{Delegate} \)), and private key inquiry (\(\square = \text{SK} \)).

\(\square = \text{Create} \). A gives one identity vector \(\vec{I} \). C calls the KeyG algorithm to obtain a private key and adds it in \(S \). C only sends A a reference about the private key, not this private key itself.

\(\square = \text{Delegate} \). A gives a private key \(SK_1 \) in \(S \) and an identity \(ID \). C connects \(ID \) and \(\vec{I} \) to obtain \(\widehat{I} : ID \). Then, C generates a corresponding private key by calling the private key delegation algorithm. C only sends A a reference about the private key, not this private key itself.

\(\square = \text{SK} \). A selects a specific element in \(S \). C sends the private key to A. Then, C deletes it out of \(S \). As for the private key, A will no longer do the query \(\square = \text{Delegate} \).

Challenge. A gives C a challenge identity vector \(\vec{I}^* \). The restriction is that none of its prefix vectors has been inquired in phase 1. C randomly selects \(v \in \{0,1\} \).

If \(v = 0 \), the challenger calculates \(\text{Encap}(PK,\vec{I}) \rightarrow (C,k) \).

If \(v = 1 \), the challenger calculates \(\text{Encap}^*(PK,\vec{I}) \rightarrow C \).

The challenger sends the ciphertext \(C \) to the adversary.

Phase 2. It is similar with phase 1. The basic limitation is that any inquired identity vector cannot be a prefix of \(\vec{I}^* \).

Guess. This adversary outputs a guess \(v' \) about \(v \). If \(v = v' \), A wins the game. This adversary’s advantages are defined as \(\text{Game}_\text{Real}Adv_A(\lambda) \leq \Pr[A \text{ wins}]-\frac{1}{2} \). We have \(\text{Game}_\text{Real}Adv_A(\lambda) \leq \epsilon \).

3) Smoothness

\[ C \leftarrow \text{Encap}^*(PK,\vec{I}).k \leftarrow \text{Decap}(PK,SK_1,C) \]

and \(k' \leftarrow U \) (\(U \) is a uniform distribution), it can be get that \(\text{STDS}((C,k),(C,k')) \leq \epsilon \).

IV. THE PROPOSED LR-HIBE SCHEME

A leakage-resistant and hierarchical identity-based encryption (LR-HIBE) scheme is given in this paper. The ciphertext is compressed to constant group elements and the private key can be re-randomized by completely depending on the private key delegation algorithm. By BG-CO, we designs our the scheme. This private key is randomized by \(G_{v_3} \). \(G_{v_2} \) is not used for the real system, but only as a semi-functional form.

Setup. This algorithm chooses a BG-CO \(G_1 \) and \(N = v_1,v_2,v_3 \), where \(v_1, v_2 \) and \(v_3 \) are different primes with the equal length. Let \(\ell \) indicate the maximum depth for LR-HIBE.

It randomly selects \(g_1,h_1,u_1 \in G_{v_1}, X_1 \in G_{v_2} \) and \(\alpha,\beta \in Z_N \).

This public parameter is \(PK = \{g_1,h_1,u_1,X_1,\epsilon(g_1, g_1)^{\alpha}, \epsilon(g_1, g_1)^{\beta}\} \). The master key is \(MK = (g_1^\alpha, g_1^\beta) \).

KeyG. It randomly selects \(r,t \in Z_N \) and \(R_1,R_2,R_3 \in G_{v_3} \). It takes the public parameter and one identity vector \((ID_1,...,ID_j) \) as input. It sets the private key: \(K_1 = g_1^r R_1, K_2 = g_1^\alpha (u_1^{ID_1}...ID_{j-1} h_1)^{\beta}, R_1, K_3 = t, E = u_1^t R_3 \).

Delegate. Given this private key \(K_1, K_2, E' \) for an identity vector \((ID_1,...,ID_j) \) and an identity \(ID_{j+1} \), this algorithm generates one private key based on this identity vector \((ID_1,...,ID_j, ID_{j+1}) \). It randomly selects \(r',t' \in Z_N \) and \(\widehat{R}_1, \widehat{R}_2, \widehat{R}_3 \in G_{v_3} \) and gives the private key:

\[ K_1 = K_1^{r'} \widehat{R}_1, \]
\[ K_2 = K_2^{r'} (u_1^{ID_1}...ID_{j+1} h_1)^{\beta} (E')^{ID_{j+1}} u_1^{ID_{j+1}} \widehat{R}_3, \]
\[ K_3 = t', E = u_1^t \widehat{R}_3. \]

The new private key is completely randomized.

Encrypt. Given one message \(M \) and an identity vector \((ID_1,...,ID_j) \) , this algorithm randomly selects \(s,d \in Z_N \). It computes the ciphertext:

\[ C_0 = M \cdot \text{Ext}(\epsilon(g_1, g_1)^{\alpha s}, d), \]
\[ C_1 = (u_1^{ID_1}...ID_{j+1} h_1)^{\beta}, \]
\[ C_2 = g_1^{s}, C_3 = \epsilon(g_1, g_1)^{\beta s}, C_4 = d \]

Decrypt. If one identity vector corresponding to a private key is just a prefix of \((ID_1,...,ID_j) \), this algorithm runs the delegation algorithm to generate an identity vector corresponding to the ciphertext. Otherwise, when the private key and ciphertext for the identity vector \((ID_1,...,ID_j) \), this algorithm gets the message as follows.
\[
e(K_2, C_2) C_{\gamma_3} = \frac{e(K_1, C_1)^{\gamma_3}}{e(K_1, C_1)} = e(g_1, g_1) \beta \frac{e(g_1, g_1) \beta \alpha}{e(g_1, u_i) \beta \alpha h_i} \]

\[
e=g(g_1, g_1) \beta \alpha e(u_i, h_1) \beta \alpha = e(g_1, g_1) \beta \alpha \]

\[
C_0 \oplus \text{Ext}(e(g_1, g_1) \beta \alpha, C_4)
\]

\[
= M \oplus \text{Ext}(e(g_1, g_1) \beta \alpha, d) \oplus \text{Ext}(e(g_1, g_1) \beta \alpha, d) = M
\]

The security of our scheme can be obtained through the next game Game_{\text{Real}} which is played by the attacker and the challenger.

**Game_{\text{Real}}**

**Initialize.** The challenger C runs the algorithm **Setup** to generate the public parameter PK for the attacker A. Let S denote the private key created by the challenger but not given to the attacker. The S is null at the beginning, i.e., \( S = \emptyset \).

**Phase 1.** A can ask these oracles
- Create \, \, \, \square
- Delegate , \, \, \, \square
- SK , \, \, \, \square
- LK , \, \, \, \square

- Create \. A gives one identity vector \( \hat{I} \). C calls the KeyG algorithm to obtain a private key and adds it in S. C only sends A a reference about the private key, not this private key itself.

- Delegate \. A gives a private key \( SK_{\hat{I}} \) in S and an identity ID \. C connects ID and \( \hat{I} \) to obtain \( \hat{I} : ID \). Then, C generates a corresponding private key by calling the private key delegation algorithm. C only sends A a reference about the private key, not this private key itself.

- SK \. A selects a specific element in S \. C sends the private key to A \. Then, C deletes it out of S \. As for the private, A will no longer do the query \( \square - \text{Delegate} \).

- LK \. Given a private key \( SK_{\hat{I}} \) for one identity vector \( \hat{I} \). A can adaptively select the leakage function \( f(\cdot) \). C returns \( f(SK_{\hat{I}}) \) to A \. This output length for \( f(SK_{\hat{I}}) \) is recorded as \( \xi \).

**Challenge.** The adversary gives C two challenge messages \( M_0 \) and \( M_1 \), and one identity vector \( \hat{I}^* \). This identity vector must meet the condition that none of its prefix vectors is queried at phase 1. C randomly selects \( \nu \in \{0, 1\} \). calculates the ciphertext \( M_{\nu} \) and sends it to A.

**Phase 2.** It is similar to phase 1. The extra constraint is that any inquired identity vector cannot be a prefix about \( \hat{I}^* \).

**Guess.** A outputs a guess \( \nu' \) about \( \nu \). If \( \nu = \nu' \), A wins.

If any probability polynomial time adversary can only achieve negligible advantages in the game Game_{\text{Real}} \, the given LR-HIBE is secure.

This proposed scheme is divided into two aspects. The first aspect is the proof of security. The second aspect is the analysis of leakage resilience. The details are given in the next section.

**V. SAFETY PROOF AND LEAKAGE RESILIENCE ANALYSIS**

In general, the system presented in this study can be constructed through two steps. The first step is a key encapsulation algorithm (KEA), and the second step is to combine the extractor with the key encapsulation algorithm to construct our scheme. First, we prove that this KEA can constitute a hash proof system, which proves the security of our scheme. Then, by combining this obtained hash proof system with the extractor we get the proposed scheme. Thus, the leakage resilience performance can be analyzed according to the characteristics of the extractor.

**A. Safety Proof**

The presented LR-HIBE includes a key encapsulation algorithm. This key encapsulation algorithm is as follows.

**Setup.** This algorithm is identical with **Setup** algorithm of LR-HIBE.

**KeyG.** This algorithm is identical with **KeyG** algorithm of LR-HIBE.

**Delegate.** It is identical with **Delegate** algorithm of LR-HIBE.

**Encap.** \( Encap(PK, \hat{I}) \rightarrow (C, k) \). This algorithm inputs this public parameter PK and one identity vector \( \hat{I} = (ID_1, ..., ID_n) \), and randomly selects \( s \in \mathbb{Z}_N \). It outputs an invalid ciphertext \( C = (C_1, C_2, C_3) = (u_i, s, e(g_1, g_1)^{\beta s}) \).

The encapsulated key is \( k = e(g_1, g_1)^{\beta s} \).

**Encap*.** \( Encap^*(PK, \hat{I}) \rightarrow C \). It inputs PK and one identity vector \( \hat{I} \) and randomly selects \( s, s' \in \mathbb{Z}_N \). It outputs an invalid ciphertext.

\[
C = (C_1, C_2, C_3) = (u_i, s, s', e(g_1, g_1)^{\beta s'}) \]
This algorithm is only used for the security proof.

Decap. Decap(PK, SK, C) → k. The algorithm inputs the ciphertext C and one private key SK. It generates the encapsulated key 

\[ k = \frac{e(K_2, C_2)}{e(K_1, C_1)} C_3^{k_3}. \]

We will prove that the key encapsulation algorithm is an HIB-HPS.

Proof.

1) Correctness: The decapsulation of a valid ciphertext is as follows.

\[ \frac{e(K_2, C_2)}{e(K_1, C_1)} C_3^{k_3} = e(g_1^a g_2^{b\beta} (u_1^{(k_1+k_3+ID)}, h_1^j R_1, g_1^l), g_1)^{\beta \mu} e(g_1, g_1)^{\beta \mu} \]

\[ = e(g_1, g_1)^{\beta \mu} e(u_1^{(k_1+k_3+ID)}, h_1^j, g_1)^{\alpha} e(g_1, g_1)^{\beta \mu} \]

\[ = e(g_1, g_1)^{\beta \mu} e(g_1, g_1)^{\beta \mu} \]

So the correctness is established.

2) Smoothness: The decapsulation of an invalid ciphertext is as follows.

\[ \frac{e(K_2, C_2)}{e(K_1, C_1)} C_3^{k_3} = e(g_1^a g_2^{b\beta} (u_1^{(k_1+k_3+ID)}, h_1^j R_1, g_1^l), g_1)^{\beta \mu} e(g_1, g_1)^{\beta \mu} \]

\[ = e(g_1, g_1)^{\beta \mu} e(u_1^{(k_1+k_3+ID)}, h_1^j, g_1)^{\alpha} e(g_1, g_1)^{\beta \mu} \]

\[ = e(g_1, g_1)^{\beta \mu} e(g_1, g_1)^{\beta \mu} \]

Because \( s \) and \( s' \) are randomly selected, \( e(g, g)^{\beta \mu} e(g, g)^{\beta \mu} \) is evenly distributed in \( G_T \). Thus, the smoothness is proved.

3) The indistinguishability between the valid and invalid ciphertext: First, we give the semi functional (SF) ciphertext and SF private key. They only play a role in proof.

SF ciphertext. Suppose that \( g_2 \) is a generator for \( G_T \). Given the normal ciphertext \( C_1, C_2, C_3 \), this algorithm randomly selects \( x, z, z \in \mathbb{Z}_N \) and sets semi functional ciphertext \( C_1 = C_1 z \zeta, C_2 = C_2 z \zeta, C_3 = C_3 \).

SF private key. First, this algorithm gains one normal private key \( K_1, K_2, K_3, E \). Then, it randomly selects \( \gamma, z, z \in \mathbb{Z}_N \) and computes SF private key

\[ K_1 = K_1 \zeta, K_2 = K_2 \zeta, K_3 = K_3, E' = E \zeta. \]

When an SF private key decrypts an SF ciphertext, we have

\[ \frac{e(K_2, C_2)}{e(K_1, C_1)} C_3^{k_3} = \frac{e(K_2, C_2)}{e(K_1, C_1)} C_3^{k_3} \]

\[ = e(K_2, C_2) \gamma z_1, C_2 \gamma z_2, C_3) \gamma z_3, K_1, \gamma z_3, E' = \gamma z_2. \]

It has an extra item \( e(g_2, g_2)^{\gamma z_2} \). When \( z_2 = z_3 \), the decryption is correct. We call the semi functional private key a nominal SF private key.

This indistinguishability between the valid and invalid ciphertext can be achieved by constructing these games. Game\(_{real} \) is a real security game. The ciphertext is generated by a valid encapsulation algorithm and is normal. Game\(_{real'} \) is similar to Game\(_{real} \), but for all private key queries it generates the private key by calling the KeyG algorithm instead of using a delegation algorithm. Game\(_{restricted} \) is similar to Game\(_{real'} \), but an attacker cannot ask for such one identity that is the prefix for a challenge identity mode \( p_2 \). Similar restrictions are set forth below. Let \( q \) indicate this number about inquiries.

Game\(_{i} (i \in [0, q]) \). It is similar to Game\(_{restricted} \). The difference is that this ciphertext sent to an adversary is one SF ciphertext. These forward \( i \) private keys are SF ones. These reverse private keys are normal ones. It Game\(_{0} \), only this ciphertext is SF form. In Game\(_{q} \), this challenge ciphertext is SF one and every private key is SF one.

Game\(_{semi} \). It is similar to Game\(_{q} \). The difference is that this challenge ciphertext is an SF invalid one which is generated by an invalid encapsulation algorithm.

Game\(_{i} (i \in [0, q]) \). This game and Game\(_{i} \) are similar. The difference is that this ciphertext is generated by Encap* algorithm. For Game\(_{0} \), every private key is normal, and this ciphertext is SF and invalid. For Game\(_{q} \), all private keys except the first \( i \) queries are semi functional. This ciphertext is also SF and invalid.

Game\(_{final} \). This game and Game\(_{real} \) are similar. The only difference is \( C \) chooses one normal and invalid ciphertext to \( A \), i.e., he selects \( q = 1 \).

The following 7 lemmas prove the indiscernibility of this series of games.
Lemma 1. For every A, \( \text{Game}_{\text{Real}}^{\text{Adv} A} = \text{Game}_{\text{Restricted}}^{\text{Adv} A} \).

Proof. No matter a private key is generated by this private key delegation algorithm or by this private key generation algorithm, their distributions are identical. In the view of the adversary, they are not fundamentally different.

Lemma 2. If there is an adversary A that makes \( \text{Game}_{\text{Real}}^{\text{Adv} A} - \text{Game}_{\text{Restricted}}^{\text{Adv} A} = \varepsilon \), we may construct an algorithm C to destroy hypothesis 2 with more than \( \frac{\varepsilon}{2} \) advantages.

Proof. Given \( g_1, X_1, X_2, X_3, Y_1, Y_2 \), C and A simulate \( \text{Game}_{\text{Real}}^{\text{Adv} A} \). A can generate identity vector ID and ID* over \( \varepsilon \) probability under the conditions that \( \text{ID} \neq \text{ID}^* \mod N \) and \( (\text{ID} - \text{ID}^*) \) is divided by \( v_2 \). C obtains one nontrivial factor for \( N \) by calculating \( x = \gcd(\text{ID} - \text{ID}^*, N) \). Let \( y = \frac{N}{x} \). Because \( x \) is divided by \( v_2 \) and \( N = xy = v_1v_2v_3 \). There are three cases.

1. \( x \) or \( y \) is \( v_1 \). Another one is \( v_2v_3 \).
2. \( x \) or \( y \) is \( v_2 \). Another one is \( v_1v_3 \).
3. \( x \) or \( y \) is \( v_3 \). Another one is \( v_1v_2 \).

For case 1, C determines which of \( x \) and \( y \) is the identity element through judging which of \( (Y_1Y_2)^x \) and \( (Y_2Y_3)^y \) is the identity element. In general, it can be assumed that \( x = v_1 \) and \( y = v_2v_3 \). C determines whether \( T \) contains \( G_{v_2} \) part through testing whether \( e(T^x, X_1X_2) \) is an identity element. If not, \( T \) has the \( G_{v_2} \) composition.

For case 2, C tests which of \( (X_1X_2)^x \) and \( (X_2X_3)^y \) is the identity element. If none of them is the identity element and it is not case 1, it is case 2. C determines which of \( x \) and \( y \) is \( v_1v_3 \) through testing which of \( g_1^x \) and \( g_1^y \) is an identity element. In general, it can be assumed that \( x = v_2 \) and \( y = v_1v_3 \). C determines whether \( T \) contains \( G_{v_2} \) part through testing whether \( T^y \) is an identity element. If \( T^y \) is an identity element, \( T \in G_{v_3} \). If not, \( T \) has the \( G_{v_2} \) composition (\( T \in G_{v_1} \)).

If case 1 and case 2 do not holds, case 3 holds. By detecting which of \( X_3^x \) and \( X_3^y \) is the identity element, C determines which of \( x \) and \( y \) is \( v_3 \). Without losing generality, it can be assumed that \( x = v_3 \). C determines whether \( T \) contains \( G_{v_2} \) part through judging whether \( e(T^t, Y_1Y_2) \) is an identity element. If not, \( T \) contains \( G_{v_2} \) composition. Thus, the algorithm B destroys hypothesis 2 with more than \( \frac{\varepsilon}{2} \) advantages.

Lemma 3. If there exists an algorithm A that makes \( \text{Game}_{\text{Restricted}}^{\text{Adv} A} - \text{Game}^{0 \text{Adv} A} = \varepsilon \), we may construct an algorithm C to destroy hypothesis 1 with more than \( \frac{\varepsilon}{2} \) advantages.

Proof. Given \( g_1, X_3, T \), C simulates the Game\(_{\text{Restricted}}\) or Game\(_{0}\) with A. C randomly selects \( \alpha, \beta, \gamma \in \mathbb{Z}_N \), and sets \( u_1 = g_1^\alpha \) and \( h_i = g_i^\beta \). C sends the public parameter \( \{N, g_1, h_i, e(g_1, g_1)^\alpha\} \) to A. When C is requested to provide a private key corresponding to the identity vector \( \tilde{T}_j = (ID_1, ..., ID_j) \), he randomly selects \( r, t, t', w, v \in \mathbb{Z}_N \), and calculates:

\[
K_1 = g_1^{X_3^r}, K_2 = g_1^{u_1(ID_1 + ... + ID_j) + h_i} X_3^{t'}, K_3 = t', E = u_1^{X_3^v}.
\]

C simulates the normal ciphertext \( C = (C_1, C_2, C_3) = (T^{(ID_1 + ... + ID_j) + b}, e(T, g_1)^\beta) \).

This implies that \( g_1^y \) is a part for \( T \). If \( T \in G_{v_2} \), this is an SF ciphertext, where \( z_c = d(ID_1^x + ... + ID_j^x) + b \). A simulates \( \text{Game}_0 \). If \( T \in G_{v_3} \), this is a normal ciphertext. A simulates \( \text{Game}_{\text{Restricted}} \). Thus, the algorithm C destroys hypothesis 1 with more than \( \frac{\varepsilon}{2} \) advantages.

Lemma 4. If there exists an algorithm A that makes \( \text{Game}_{\text{Restricted}}^{\text{Adv} A} - \text{Game}_0^{\text{Adv} A} = \varepsilon \), we may construct an algorithm C to destroy hypothesis 2 with more than \( \frac{\varepsilon}{2} \) advantages.

Proof. The algorithm C needs to select an identity vector to create an SF private key. C does not know the challenge identity vector before the challenge phase, so C randomly
selects one as the challenge identity vector. The probability of success is \(\frac{1}{q}\). Given \(g_{i1}, X_1, X_2, X_3, Y_1, Y_2\) and \(T\), \(C\) randomly selects \(\alpha, a, b \in \mathbb{Z}_N\). \(C\) obtains the public parameters \(u_1 = g_{i1}^a, h_1 = g_{i1}^b e(g_{i1}, g_{i1})^{\alpha}\) and sends them to \(A\). When \(A\) queries a private key of the \(p^{th}\) \((p < i)\) identity vector \((ID_1, \ldots, ID_i)\), \(C\) generates an SF private key. \(C\) randomly selects \(r, z, t, v \in \mathbb{Z}_N\), and computes \(K_1 = g_1^{r} (Y_1)^{v1}, K_2 = g_{i1}^{z} (u_1^{(ID_i++-ID_i)} h_1)^v (Y_2)^v, K_3 = t^v, E = u_1^v(Y_1)^v\).

This is an SF private key, where \(g_1^r = Y_1^t\).

When \(p > i\), \(C\) calls the normal KeyG generation algorithm to achieve a normal private key.

In order to generate the private key of the \(p^{th}\) identity vector \((ID_1, \ldots, ID_i)\), \(C\) sets \(z_c = a(ID_1^a + \ldots + ID_i^a) + b\). \(C\) randomly selects \(w_1, w \in \mathbb{Z}_N\), and calculates \(K_1 = T, K_2 = g_1^{w3} X_3^w, K_3 = t^v, E = T^w X_3^w\).

Supposing that \(T \in G_{q1}\), this private key is normal, where \(g_1^r\) is equal to this \(G_{q1}\) part about \(T\). If \(T \in G_1\), this is an SF private key.

**Challenge.** \(A\) selects an identity vector \(ID^* = (ID_1^*, \ldots, ID_i^*)\) and gives it to \(C\). \(C\) terminates if \(C\) cannot guess the private key correctly. Otherwise, \(C\) calculates the ciphertext as follows: \((C_1, C_2, C_3) = (X_1, X_2, e(X_1, X_2, g_{i1})^{\alpha})\), where \(g_1^{\alpha} = X_1\) and \(z_c = a(ID_1^a + \ldots + ID_i^a) + b\). Since the \(i^{th}\) identity is not the prefix about \(ID^*\) modulo \(v_2\), \(z_c\) and \(z_k\) are randomly distributed in \(A\)'s view. This relationship of \(z_c\) and \(z_k\) is crucial. When \(C\) tests whether the \(i^{th}\) private key is semi functional, he creates an SF ciphertext about \(ID_i^*\), and decrypts it. Regardless of whether this \(i^{th}\) private key is semi functional, decryption can always succeed for \(z_c = z_k\). In fact, this is equivalent to creating a nominal semi functional private key.

If \(T \in G_{q1}\), \(C\) simulates \(\text{Game}_{i-1}\) correctly. If \(T \in G_1\), \(C\) simulates \(\text{Game}_i\) correctly. Thus, \(C\) destroys hypothesis 2 with more than \(\frac{\varepsilon}{q}\) advantages.

**Lemma 5.** Supposing that there exists an algorithm \(A\) that makes \(\text{Game}_i\) s, \(\text{Adv}_A - \text{Game}_i\) s, \(\text{Adv}_A = \varepsilon\). We may construct one algorithm \(C\) to destroy hypothesis 3 with more than \(\frac{\varepsilon}{q}\) advantages.

**Proof.** Given \(g_1, g_1^\beta X_2, X_3, g_1^\gamma Y_2, Z_2, T\), \(C\) randomly selects \(a, a, b, t^\beta, \bar{\alpha} \in \mathbb{Z}_N\) such that \(\alpha = t^\beta + \bar{\alpha}\) and sets the public parameters \(u_1 = g_1^a, h_1 = g_1^b e(g_1, g_1)^{\beta}, e(g_1, g_1)^{\alpha} = (e(g_1, g_1)^{\beta})^a e(g_1, g_1)^{\bar{\alpha}},\) and sends them to \(A\).

When \(A\) queries the private key of the identity vector \((ID_1^*, \ldots, ID_i^*)\), \(C\) randomly selects one to generate an SF private key for \(C\) is not aware of the challenge identity vector. The probability of success is \(\frac{1}{q}\). \(C\) selects \(c, r, t, z, w, w' \in \mathbb{Z}_N\) at random and computes \(K_1 = g_1^r Z_1^2 X_3^t, K_2 = (g_1^\beta X_2)^t g_1^{\beta} (u_1^{ID_i^*} h_1)^v X_3^w, K_3 = t^v - t, E = u_1^v Z_1^v X_3^w \).

It is a properly distributed SF private key, where \((g_1^\beta)^{t} g_1^a = g_1^a g_1^{\beta k_1^t}\).

\(A\) selects the challenge identity vector \(ID^* = (ID_1^*, \ldots, ID_i^*)\) and gives it to \(C\). \(C\) selects \(r, t, w, z, w' \in \mathbb{Z}_N\) at random and generates a properly distributed normal private key \(K_1 = g_1^t X_3^t, K_2 = g_1^r (u_1^{ID_i^*} h_1)^v X_3^w, K_3 = t^v, E = u_1^v Z_1^v X_3^w \).

\(A\) gives \(C\) \(ID^* = (ID_1^*, \ldots, ID_i^*)\). \(C\) gives the ciphertext \((C_1, C_2, C_3) = (g_1^\beta X_2)^{t} g_1^{\beta} (u_1^{ID_i^*} h_1)^v, g_1^\beta Y_2, T)\) to \(A\). Let \(z_c = a(ID_1^a + \ldots + ID_i^a) + b\). \(z_c\) is modulo \(v_2\) and \(u_1 = g_1^a\) and \(h_1 = g_1^b\) are some elements of \(G_{q1}\). If \(\alpha, a, b \in \mathbb{Z}_N\) are selected randomly, \(\alpha, a, b \in \mathbb{Z}_N\) modulo \(N\) is not related to \(z_c = a(ID_1^a + \ldots + ID_i^a) + b\) modulo \(v_2\).
In the event that \( T = e(g_1, g_1)_{\text{ext}} \), this ciphertext is a properly distributed SF ciphertext. In the event that \( T \in G_2 \), this is an SF ciphertext about one random message. So, the algorithm \( C \) destroys hypothesis 3 with more than \( \frac{\varepsilon}{q} \) advantages.

**Lemma 6.** Supposing that there exists an algorithm \( A \) that makes \( \text{Game}_{\text{Final}}' \text{Adv}_A - \text{Game}_{\text{1-1}}' \text{Adv}_A = \varepsilon \). We may construct one algorithm \( C \) to destroy hypothesis 2 with more than \( \frac{\varepsilon}{2} \) advantages.

**Proof.** This process of proof is similar to that of Lemma 4.

**Lemma 7.** Supposing that there exists an algorithm \( A \) that makes \( \text{Game}_0' \text{Adv}_A - \text{Game}_{\text{Final}}' \text{Adv}_A = \varepsilon \). We may construct one algorithm \( C \) to destroy hypothesis 3 with more than \( \frac{\varepsilon}{2} \) advantages.

**Proof.** This process of proof is similar to that of Lemma 5.

**Theorem 1.** If hypothesis 1, hypothesis 2 and hypothesis 3 are true, the valid ciphertext and invalid ciphertext are indistinguishable.

**Proof.** The maximum advantages obtained by the adversary in hypothesis 1, hypothesis 2 and hypothesis 3 are respectively denoted by \( \varepsilon_1, \varepsilon_2 \) and \( \varepsilon_3 \).

According to the above 7 lemmas, the difference between the advantages of adversary \( A \) in the above different games are:

\[
\text{Game}_{\text{Real}}' \text{Adv}_A - \text{Game}_{\text{Restricted}}' \text{Adv}_A \leq \varepsilon_2,
\]
\[
\text{Game}_{\text{Restricted}}' \text{Adv}_A - \text{Game}_{0}' \text{Adv}_A \leq \varepsilon_1,
\]
\[
\text{Game}_{\text{i-1}}' \text{Adv}_A - \text{Game}_{i}' \text{Adv}_A \leq q\varepsilon_2,
\]
\[
\text{Game}_{q}' \text{Adv}_A - \text{Game}_{\text{Semi}}' \text{Adv}_A \leq q\varepsilon_3,
\]
\[
\text{Game}_{\text{i-1}}' \text{Adv}_A - \text{Game}_{\text{i-1}}' \text{Adv}_A \leq q\varepsilon_2,
\]
\[
\text{Game}_{\text{Final}}' \text{Adv}_A \leq q\varepsilon_3,
\]

From the above inequality, we can get:

\[
\text{Game}_{\text{Real}}' \text{Adv}_A - \text{Game}_{\text{Final}}' \text{Adv}_A \leq \varepsilon_2 + \varepsilon_1 + 2q(q - 1)\varepsilon_2 + 2q\varepsilon_3.
\]

Because the above equation is a polynomial about \( q \), any adversary's advantage can be ignored.

**B. Performance Analysis about Leakage Resilience**

Based on the key encapsulation algorithms: Setup, KeyG, Delegate, Encap, Encap*, and Decap, our LR-HIBE scheme is constructed. The encapsulated key space has \( \log(p_i) \) elements. We use a \( (\log(p_i) - \text{Leak}, \varepsilon) \) strong extractor \( \text{Ext} : \{0, 1\}^{\log(p_i)} \rightarrow \{0, 1\}^r \rightarrow \{0, 1\}^{\log(p_i)}. \) The obtained LR-HIBE has the same algorithm as the key encapsulation algorithms: Setup, KeyG, Delegate. The encryption and decryption algorithms are as follows.

**Encrypt:** Encrypt(\( PK, M, \vec{i} \rightarrow CT \)). This algorithm calls Encap(\( PK, \vec{i} \rightarrow (C, k) \), randomly selects a seed \( s^* \) of the extractor and sets \( C_0 = \text{Ext}(k, s^*) \oplus M \) . This algorithm generates a ciphertext \( CT = (C_0, s^*, C) \), where \( C = (C_1, C_2, C_3) \).

**Decrypt:** Decrypt(\( PK, CT, SK_f \rightarrow M \)). It takes \( PK \), \( CT \) and \( SK_f \) as the input, where \( CT = (C_0, s^*, C) \) and \( k = \text{Decap}(C, SK_f) \). It outputs the message \( M = \text{Ext}(k, s^*) \oplus C_0 \). The decryption can succeed as long as the identity vector used in decryption is the same as the identity vector used by this encryption.

**Theorem 2.** If there is a key encapsulation algorithm as defined in section 4.1. By the above transformation we can get LR-HIBE (that is, the scheme given in this paper). This relative leakage ratio about the encapsulated key of this given LR-HIBE is close to 1.

**Proof.** Let \( \text{View} \) represent the view (all random variables) that \( A \) sees when there is no leakage, we have \( \tilde{H}_s(A|\text{View}) = \log(N) \). The encrypted key length is \( \log(N) \). When there is a leakage query, adversary \( A \) can obtain \( \xi \) bits information which is regarded as \( \text{Leak} \), that is, \( \text{Leak} \) has \( 2^\xi \) values. According to conclusion 1 we get \( \tilde{H}_s(A|\text{Leak, View}) \geq \tilde{H}_s(A|\text{View}) - \xi = \log(N) - \xi \).

Therefore, as long as the extractor is \( (\log(N - \xi), \varepsilon) \) strong, \( \text{SD}(\text{Ext}(k, s^*, \text{Leak, View}), (U, s^*, \text{Leak, View})) \leq \varepsilon \), where \( U \) is uniformly distributed. As long as the performance of the extractor is good enough, this leakage amount \( \xi \) for an encapsulated key is close to \( \log(N) \). So the distance of \( C_0 = \text{Ext}(k, s^*) \oplus M \) and the uniform distribution is \( \varepsilon \). Thus, this statistical distance about two ciphertexts is no more than \( 2\varepsilon \). Consequently, no PPT adversary may make a distinction between two challenge ciphertexts over more than \( 2\varepsilon \) advantage. This relative leakage ratio is \( \rho = \text{Leak} / \log(N) \approx \log(N) / \log(N) = 1 \).

Theorem 2 is proved.
VI. PERFORMANCE COMPARISONS AND EXPERIMENTAL SIMULATION

Some comparisons between this study and several related researches [6, 8] are given in Table I. LR stands for leakage resilience. $|G_{G_1}|$ and $|G_{G_2}|$ represent the element length of the subgroup $G_{G_1}$ and $G_{G_2}$, respectively. $E$ indicates exponential operation in the group.

We make some comparisons about leakage resilience, public key length, private key generation and encryption cost. Our scheme has the same public key length, private key generation, private key delegation, and encryption costs as [8]. This public key in our scheme is much smaller than that given in [6], which greatly reduces the network communication burden. Since the number of system layers in a hierarchy can generally reach ten or more, the computation cost of our scheme for private key generation and private key delegation is much lower than that of the scheme [6]. When the number of layers is little, the encryption cost of our scheme is basically the same as theirs, but when the number of layers gradually increases, our encryption calculation operation is obviously better than that given in [6].

<table>
<thead>
<tr>
<th>TABLE I. SOME COMPARISONS BETWEEN OUR SCHEME AND SEVERAL RELATED SCHEMES [6, 8]</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR</td>
</tr>
<tr>
<td>Public Key Size</td>
</tr>
<tr>
<td>Private Key Generation</td>
</tr>
<tr>
<td>Private Key Delegation</td>
</tr>
<tr>
<td>Encryption</td>
</tr>
</tbody>
</table>

In addition to the performance comparisons, we also give the experimental simulation.

The experimental platform is a PC with 64 bit operating system Windows 10, 3.40 GHz main frequency, 8.00G RAM and Intel (R) Core (TM) i7-6700 CPU. Based on Java Pairing Based Cryptography Library 2.0.0 [43], we use Eclipse 4.4.1 for simulation software. A 160 bit composite order elliptic curve $y^2 = x^3 + x$ is selected for our experiment. The private key generation time is 0.125 seconds, the private key delegation time is 0.150 seconds, and the encryption time is 0.100 seconds.

VII. CONCLUSIONS

We propose a hierarchal and efficient identity-based encryption scheme. This given scheme may resist the bounded leakage for this encapsulated key. By using dual system encryption combined with hash proof system, the security proof can be achieved. The leakage resilient function is realized by using extractor technology. The relative leakage ratio of the encapsulated key is close to 1.

The features of this scheme are as follows.

1) There is no limit to the hierarchy depth of the system, and only the maximum hierarchy length is required to be given when the system is initialized.
2) The system has the performance of resisting the leakage of encapsulated symmetric keys, and the relative leakage rate of encapsulated symmetric keys can almost reach 1.
3) The system is efficient, because unnecessary parameters are appropriately reduced.

The scheme in this study is constructed in composite order groups, and the computational cost may be slightly higher than that is constructed in prime order groups. In the future, we will start to consider how to construct an LR encryption scheme in prime order groups.

Attribute based encryption is a generalization of identity based encryption and has good applications. How to construct efficient and leakage resilient attribute based encryption is worth further study.
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