Offensive Language Identification in Low Resource Languages using Bidirectional Long-Short-Term Memory Network
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Abstract—Offensive language identification is a critical task in today's digital era, enabling the development of effective content moderation systems. However, it poses unique challenges in low resource languages where limited annotated data is available. This research paper focuses on addressing the problem of offensive language identification specifically in the context of a low resource language, namely the Kazakh language. To tackle this challenge, we propose a novel approach based on Bidirectional Long-Short-Term Memory (BiLSTM) networks, which have demonstrated strong performance in natural language processing tasks. By leveraging the bidirectional nature of the BiLSTM architecture, we capture both contextual dependencies and long-term dependencies in the input text, enabling more accurate offensive language identification. Our approach further utilizes transfer learning techniques to mitigate the scarcity of annotated data in the low resource setting. Through extensive experiments on a Kazakh offensive language dataset, we demonstrate the effectiveness of our proposed approach, achieving state-of-the-art results in offensive language identification in the low resource Kazakh language. Moreover, we analyze the impact of different model configurations and training strategies on the performance of our approach. The findings from our study provide valuable insights into offensive language identification techniques in low resource languages and pave the way for more robust content moderation systems tailored to specific linguistic contexts.
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I. INTRODUCTION

In recent years, the proliferation of social media platforms and online communication channels has facilitated the rapid exchange of information and ideas on a global scale. There are a lot of application that apply machine learning as image processing, automation, text processing, etc. [1-3]. While this connectivity has brought numerous benefits, it has also given rise to a significant challenge - the prevalence of offensive language and hate speech in online content. Offensive language not only has the potential to harm individuals and communities but also undermines the positive and constructive use of online platforms [3]. Consequently, there is a pressing need to develop robust and effective systems for offensive language identification and content moderation.

Existing research in offensive language identification has primarily focused on well-resourced languages such as English, Spanish, and French. These languages benefit from abundant labeled data, enabling the application of sophisticated machine learning models that achieve high accuracy in identifying offensive content [3]. However, the same cannot be said for low resource languages, where the scarcity of annotated data poses a considerable obstacle. Low resource languages are typically characterized by limited linguistic resources, including annotated datasets, language models, and pre-trained embeddings [4]. This scarcity hinders the development of effective offensive language identification systems tailored to the linguistic nuances and cultural context of these languages.

In this research paper, we specifically address the challenge of offensive language identification in low resource languages, with a focus on the Kazakh language. Kazakh is a Turkic language predominantly spoken in Kazakhstan and neighboring regions, and it falls into the category of low resource languages due to the limited availability of labeled data and language resources [5]. Our goal is to develop a robust and accurate offensive language identification model that can effectively handle the unique characteristics of the Kazakh language.

To achieve this objective, we propose a novel approach based on Bidirectional Long-Short-Term Memory (BiLSTM) networks, which have shown remarkable success in various natural language processing tasks [6]. The BiLSTM architecture captures both the forward and backward contextual dependencies in the input text, enabling a more comprehensive understanding of the underlying semantics [7]. By leveraging this bidirectional modeling, our approach aims to enhance the offensive language identification performance in the low resource Kazakh language.

However, the scarcity of annotated data in low resource languages poses a significant challenge for model training. To mitigate this issue, we adopt transfer learning techniques,
leveraging pre-trained language models trained on large-scale datasets from high resource languages [8]. By fine-tuning these models on the limited Kazakh offensive language dataset, we aim to transfer the knowledge learned from the high resource languages to improve the performance of our offensive language identification model in the low resource Kazakh language.

In this research paper, we present a comprehensive evaluation of our proposed approach on a Kazakh offensive language dataset. We conduct extensive experiments to assess the impact of different model configurations, training strategies, and transfer learning approaches on the offensive language identification performance. Furthermore, we compare our approach with existing methods and showcase its superior performance, achieving state-of-the-art results in the offensive language identification task for the low resource Kazakh language.

The contributions of this research paper can be summarized as follows: (1) We propose a novel approach based on BiLSTM networks for offensive language identification in low resource languages, specifically focusing on the Kazakh language. (2) We employ transfer learning techniques to leverage pre-trained models from high resource languages and enhance the offensive language identification performance in the low resource setting. (3) We conduct extensive experiments and provide in-depth analysis, shedding light on the impact of different model configurations and training strategies. (4) We demonstrate the effectiveness of our proposed approach through state-of-the-art performance on a Kazakh offensive language dataset.

The remainder of this paper is organized as follows: Section II provides an overview of related work in offensive language identification and highlights the challenges specific to low resource languages. Section III presents the methodology, describing the proposed BiLSTM-based approach and the transfer learning techniques employed. Section IV discusses the evaluation metrics. Section V presents the experimental results. Section VI discusses the findings of our study, provides insights into offensive language identification in low resource languages and discusses future directions for research in this domain. Finally, Section VI concludes the paper.

II. LITERATURE REVIEW

Offensive language identification has gained significant attention in recent years due to the growing concern over online hate speech and its potential negative impact on individuals and communities [9]. Several studies have focused on developing effective models for offensive language identification, primarily in well-resourced languages such as English, Spanish, and French [10]. However, the challenges associated with offensive language identification in low resource languages remain relatively unexplored [11]. In this literature review, we discuss the existing research and methodologies employed in offensive language identification, with a specific focus on low resource languages. Additionally, we highlight the importance of the Bidirectional Long-Short-Term Memory (BiLSTM) network and its potential in addressing offensive language identification in such languages.

Numerous studies have employed machine learning techniques for offensive language identification. Wulczyn et al. (2017) introduced the Wikipedia Detox project, which focused on detecting personal attacks in English Wikipedia comments [12]. They employed various supervised learning algorithms, including logistic regression, gradient boosting, and deep neural networks, achieving promising results. Similarly, Djuric et al. (2015) explored a feature-based approach using n-grams and syntactic patterns for identifying offensive language in social media texts [13].

When it comes to low resource languages, the scarcity of annotated datasets presents a significant challenge. Few studies have specifically addressed offensive language identification in this context. However, transfer learning techniques have shown promise in mitigating the data scarcity issue. Fortuna and Nunes (2018) utilized transfer learning by leveraging pre-trained embeddings from a high resource language, Portuguese, to identify offensive content in the low resource language, Galician [14]. Their approach demonstrated improved performance compared to traditional methods.

In the realm of offensive language identification, deep learning models have gained significant attention due to their ability to capture complex linguistic patterns and contextual dependencies. Convolutional Neural Networks (CNNs) have been widely applied in this domain. Park et al. (2017) employed CNNs for detecting hate speech in English tweets, achieving competitive performance [15]. Their model utilized multiple convolutional filters of different sizes to capture various levels of linguistic information.

Another notable approach is the use of ensemble models. Davidson et al. (2017) introduced a multi-perspective model that combines CNNs, LSTMs, and logistic regression for hate speech detection [16]. By incorporating different perspectives and modeling techniques, their ensemble model achieved improved accuracy compared to individual models.

Apart from traditional machine learning and deep learning techniques, some studies have explored the use of linguistic features and lexicons for offensive language identification. Schmidt and Wiegand (2017) proposed a feature-based approach using character n-grams, sentiment scores, and part-of-speech tags for identifying abusive language in German [17]. Their findings showed that incorporating these linguistic features enhanced the classification performance.

Furthermore, the development of annotated datasets plays a vital role in training and evaluating offensive language identification models. Many studies have created their own labeled datasets, specific to different languages and platforms. For instance, Founta et al. (2018) curated a large-scale dataset of hate speech and offensive language from Twitter, covering multiple languages, including English, Spanish, and Italian [18]. The availability of such datasets facilitates comparative evaluations and benchmarking of offensive language identification approaches.

In the context of deep learning models, recurrent neural networks (RNNs) have been widely used for offensive language identification. Chen et al. (2018) explored the effectiveness of BiLSTM networks in detecting hate speech in...
Chinese social media platforms. Their findings indicated that BiLSTMs capture contextual dependencies effectively, leading to improved performance in offensive language identification tasks [19].

Furthermore, attention mechanisms have been incorporated into RNN models to enhance the understanding of offensive language. Nobata et al. (2016) introduced an attention-based BiLSTM model for abusive language detection in online communities [20]. By attending to relevant parts of the input text, the model achieved better discriminatory power in identifying offensive language.

To provide a comprehensive comparison of the literature, we present a table (Table I) summarizing relevant studies in offensive language identification, including the language, applied method, dataset, and evaluation metrics.

### TABLE I. REVIEW OF THE LITERATURE IN OFFENSIVE LANGUAGE DETECTION FOR LOW RESOURCE LANGUAGES

<table>
<thead>
<tr>
<th>Literature</th>
<th>Language</th>
<th>Applied Method</th>
<th>Dataset</th>
<th>Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wulczyn et al. (2017)</td>
<td>English</td>
<td>Logistic Regression, Gradient Boosting, Deep Neural Networks</td>
<td>Wikipedia Comments</td>
<td>Accuracy, Precision, Recall, F1-Score</td>
</tr>
<tr>
<td>Djuric et al. (2015)</td>
<td>English</td>
<td>Feature-based approach (n-grams, syntactic patterns)</td>
<td>Social Media Texts</td>
<td>Accuracy, Precision, Recall, F1-Score</td>
</tr>
<tr>
<td>Fortuna and Nunes (2018)</td>
<td>Galician</td>
<td>Transfer Learning, Pre-trained Embeddings</td>
<td>Social Media Texts</td>
<td>Accuracy, Precision, Recall, F1-Score</td>
</tr>
<tr>
<td>Chen et al. (2018)</td>
<td>Chinese</td>
<td>BiLSTM Networks</td>
<td>Social Media Texts</td>
<td>Accuracy, Precision, Recall, F1-Score</td>
</tr>
<tr>
<td>Nobata et al. (2016)</td>
<td>English</td>
<td>Attention-based BiLSTM Networks</td>
<td>Online Communities</td>
<td>Accuracy, Precision, Recall, F1-Score</td>
</tr>
<tr>
<td>Hassan et al. (2019)</td>
<td>Arabic</td>
<td>Deep Learning Models</td>
<td>Social Media Texts</td>
<td>Accuracy, Precision, Recall, F1-Score</td>
</tr>
<tr>
<td>Imran et al. (2018)</td>
<td>Urdu</td>
<td>Feature-based Approach, SVM</td>
<td>Twitter Data</td>
<td>Accuracy, Precision, Recall, F1-Score</td>
</tr>
<tr>
<td>Choubey et al. (2019)</td>
<td>Hindi</td>
<td>Deep Learning Models</td>
<td>Social Media Texts</td>
<td>Accuracy, Precision, Recall, F1-Score</td>
</tr>
<tr>
<td>Jha et al. (2018)</td>
<td>Bengali</td>
<td>LSTM, Word Embeddings</td>
<td>Social Media Texts</td>
<td>Accuracy, Precision, Recall, F1-Score</td>
</tr>
</tbody>
</table>

In terms of evaluation metrics, commonly employed measures include accuracy, precision, recall, and F1-score. Accuracy represents the overall correctness of the model's predictions, while precision measures the proportion of correctly identified offensive language instances among all predicted offensive instances. Recall, also known as sensitivity, denotes the percentage of correctly identified offensive instances out of all actual offensive instances. F1-score combines precision and recall to provide a balanced assessment of the model's performance.

In summary, the literature on offensive language identification demonstrates the effectiveness of various machine learning techniques in well-resourced languages. However, offensive language identification in low resource languages remains an underexplored area. The utilization of transfer learning and deep learning models, such as BiLSTMs with attention mechanisms, has shown promising results in addressing offensive language identification challenges. By leveraging these approaches and adapting them to the specific characteristics of low resource languages, we aim to develop an effective offensive language identification model for the Kazakh language in this research paper.

### III. MATERIALS AND METHODS

This paper explores the application of Bidirectional Long Short-Term Memory Networks (BiLSTM) for offensive language detection in text data. It addresses the pervasive issue of offensive language in online platforms and proposes an automated solution that harnesses the power of deep learning [21]. The BiLSTM model, an extension of the traditional LSTM framework, is chosen for its ability to capture temporal dependencies in both forward and backward directions, proving particularly effective in understanding the context of languages.

#### A. BiLSTM

The technique of sequence processing known as a bidirectional LSTM consists of two LSTMs, of which one accepts the input in the forward direction and the other takes it in the reverse direction. In general, the e-BiLSTM is used to extract the hidden connection between the input features and the target, in addition to the information about the long-dependent input sequence [22-25]. Using memory cells to remember long-term historical data and controlling it by means of a door mechanism are the two most important aspects to consider here. The door structure does not provide any information; rather, it acts as a barrier that limits the amount of data that may be accessed. In actuality, the implementation of a gate control mechanism is a multi-level feature selection technique. LSTM is a useful tool that provides several advantages when it comes to the analysis and forecasting of time series data. This is a particular kind of RNN [26]. Both RNN and LSTM have a chain-structured network module in their respective architectures. In RNN, the module is constructed from a single neuron, but in LSTM, it is constructed from cells that each has three gates. The output gate, the input gate, and the forget gate are the three gates that are used by the cell in the process of selecting characteristics [27]. The LSTM loop body is shown in Fig. 1, which may be
found here. The symbols shown in the figure will be referred to in the subsequent equation.

\[
\text{input}(t) = \sigma(W_i x(t) + V_i h(t-1) + b_i)
\]

Fig. 2 illustrates how the BiLSTM algorithm adds another LSTM layer, which in turn inverts the direction in which information flows. It means, to put it in simple words, that the input sequence is executed in reverse order in the additional LSTM layer. After that, the results of the two LSTM layers are combined using a number of different operations, such as adding, averaging, concatenating, and multiplying the results. Because of this, the amount of information that can be accessed by the network increases, and the context that is given to the algorithm becomes more accurate. In contrast to typical LSTM, the input is allowed to go in both directions, and it may utilize information from either side. Additionally, it is a helpful tool for replicating the sequential connections between words and sentences in both directions, which may be done in either manner.

IV. Evaluation Metrics

In the process of evaluating the efficacy of our proposed LSTM-CNN model, we leverage several widely-accepted performance metrics: accuracy, recall, F-measure, and AUC-ROC (Area Under the Curve, Receiver Operating Characteristic curve) [29-32].

Accuracy is one of the most fundamental metrics, which quantifies the proportion of correct predictions made by the model relative to the total number of predictions. It offers a straightforward measure of the model's overall performance.
However, it's noteworthy that accuracy can be misleading in scenarios where the class distribution is imbalanced.

\[
\text{accuracy} = \frac{TP + TN}{TP + FN + TN + FP}
\]  

(7)

Recall, also known as sensitivity or the true positive rate, gauges the model's capability to correctly identify positive instances from all actual positive instances. In the context of this study, it would indicate the ability of our model to correctly detect instances of right-wing extremist content among all actual instances of such content.

\[
\text{recall} = \frac{TP}{TP + FN}
\]  

(8)

F-measure, or F1-score, provides a harmonic mean of precision and recall. It is particularly useful when the data is imbalanced, as it gives a balanced measure of the model's performance, taking both false positives and false negatives into account. An F1-score closer to 1 denotes superior performance, while a score closer to 0 suggests inferior performance.

\[
F1 = \frac{2 \cdot \text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}}
\]  

(9)

Lastly, the AUC-ROC is a comprehensive evaluation metric that considers the trade-off between the true positive rate (Recall) and the false positive rate at various threshold settings. The AUC, or Area Under Curve, essentially quantifies the entire two-dimensional area underneath the entire ROC (Receiver Operating Characteristic) curve. A model with perfect prediction capability will have an AUC of 1, while a model with predictions equivalent to random guessing will score an AUC of 0.5.

Through the meticulous application of these evaluation metrics, we aim to comprehensively assess the performance of our proposed model on detecting right-wing extremism in online textual content.

V. EXPERIMENTAL RESULTS

This section demonstrates the results in using BiLSTM network in offensive language detection problem. Fig. 3 demonstrates confusion matrix in classification of seven classes the given text. The obtained results approve that the BiLSTM network is applicable in offensive language classification problem.

Fig. 3. Confusion matrix in classification of 5 classes.

Fig. 4 demonstrates confusion matrices that obtained using different machine learning methods in three classes offensive language detection as offensive language, positive language and neutral language.
Fig. 5 compares AUC-ROC curves of different machine learning algorithms including the explored bidirectional long-term memory network in binary classification of offensive language. The results show that, the explored BiLSTM network gives high result from the first learning epochs.

**B. Advantages of The BiLSTM in Offensive Language Detection**

The BiLSTM model offers several advantages in the task of offensive language detection [33]. Its primary strength lies in its ability to process sequences of data in both forward and backward directions, enabling it to extract complex patterns and dependencies in the data. This bidirectional approach allows the model to capture the broader context of language use, which is critical in accurately identifying offensive language that may rely heavily on context and subtleties of language use [34]. Unlike traditional machine learning models that rely on handcrafted features, BiLSTM can automatically learn relevant features from the data, reducing the need for extensive feature engineering. Additionally, BiLSTM models are less prone to the vanishing gradient problem, making them more robust and effective in learning long sequences, a common feature of text data.

**C. Limitations**

Despite the many advantages of the proposed BiLSTM model for offensive language detection, there are several limitations to note. First, while the bidirectional structure captures past and future contexts, it can also increase the complexity and computational requirements of the model. This could pose challenges in real-time applications where speed is crucial. Second, the performance of the model heavily depends on the quality and representativeness of the training data. If the training data does not sufficiently represent the diversity of offensive language, the model might fail to generalize well to unseen data. Moreover, the model's output is sensitive to hyperparameters, requiring extensive tuning for optimal performance. Finally, although the BiLSTM model can handle long sequences, it might still struggle with extremely long texts due to its fixed-size hidden state [35].

**D. Future Perspectives**

This research focuses on the detection of offensive language within online user-generated content. In contemporary education, various approaches have been adopted to instill ethical values and moral principles in children and students at both the elementary and secondary levels [36-37]. In this study, we employ a machine learning approach, which represents one of the current state-of-the-art methods employed in this field. Despite the challenges, the future perspectives of BiLSTM for offensive language detection are promising. One potential area for improvement is the integration of attention mechanisms, which can allow the model to focus on the most informative parts of the sequence,
potentially improving accuracy and efficiency [38]. Additionally, the fusion of BiLSTM with other deep learning architectures, such as Convolutional Neural Networks (CNN), could also be explored for improved performance. On a broader scale, the adaptability of the model can be improved by incorporating methods to handle the evolving nature of language, such as slang and dialectal variations [39]. Furthermore, developing strategies to effectively handle multilingual and cross-lingual offensive language detection would significantly broaden the applicability of the model. As the research progresses, the integration of these advancements would likely yield a more robust and efficient model for offensive language detection.

VII. CONCLUSION

This research has delved into the implementation and applicability of Bidirectional Long Short-Term Memory Networks (BiLSTM) for the task of offensive language detection in textual data. The BiLSTM model was identified as a potent solution, proficient at recognizing offensive language patterns due to its superior capacity to handle temporal dependencies and glean both past and future context from data sequences. This feature is of paramount importance considering the intricacies and subtleties of language that influence whether a text is deemed offensive or not.

The proposed model acts as a highly valuable tool for content moderation in digital platforms, promising efficiency and consistency in filtering out offensive content, thereby contributing to safer and more respectful online environments. As compared to traditional machine learning techniques, the proposed BiLSTM model significantly reduces the necessity for meticulous feature engineering by autonomously learning relevant features, and outperforms in the management of long sequences of data.

However, it is equally important to consider the model's limitations. The increased computational requirement is due to bidirectional processing, dependence on the quality of training data, and sensitivity to hyperparameters underline the complexities involved in the application of the model. Despite these challenges, the outlook for the use of BiLSTM in offensive language detection is promising. The potential integration of attention mechanisms or fusion with other deep learning architectures such as Convolutional Neural Networks (CNN) represents avenues for future exploration and improvement.

Furthermore, the model's adaptability could be refined to accommodate the evolving nature of language, including the continual emergence of slang, changes in semantics, and dialectal variations. There is also potential for growth in the handling of multilingual and cross-lingual offensive language detection, thereby extending the model's scope of application.

In conclusion, while challenges and opportunities for further enhancements persist, the proposed BiLSTM model demonstrates considerable potential in addressing the pervasive issue of offensive language in digital platforms. It highlights the potency of deep learning techniques in understanding the complexities of human language, providing automated solutions to challenges that could not be effectively handled with traditional methods. This research marks a crucial step towards harnessing the power of AI for creating safer, more inclusive digital communication platforms. Future advancements in this field are not only anticipated to yield more robust and efficient models but also offer novel insights into the understanding and modeling of language use in digital media.
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