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Abstract—In order to achieve heavy overload warning and capacity planning for the distribution network, it is necessary to classify the heavy overload warning of the distribution network. A distribution network with heavy overload classification warning method based on imbalanced dataset feature extraction is proposed. Screening the feature indicator set related to distribution network overload, constructing a hierarchical prediction framework for distribution network load situation, combining information such as power distribution points, road construction, municipal planning, and power load distribution to form distribution network capacity planning and line renovation plans. Based on K-means clustering, the undersampling method is used to extract features from the unbalanced dataset of distribution network overload classification, using decision trees as the basic learning unit. It includes multiple decision trees trained by Bagging integrated learning theory and random subspace method. The random forest algorithm is used to realize the feature detection and distribution network capacity planning of distribution network weight overload grading, and the grading early warning of distribution network weight overload is realized according to the capacity planning results. Tests have shown that this method has good accuracy in predicting electrical loads and can effectively solve the problem of excess capacity caused by light or no load, improving the ability of heavy overload warning and capacity planning in the distribution network.
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I. INTRODUCTION

With the development of energy [1-3], research on the security and load stability of power distribution network networking has always received attention. In distribution network networking, it is necessary to build a graded warning model for heavy overload in the distribution network, screen the set of characteristic indicators related to heavy overload in the distribution network, and construct a graded prediction framework for the load situation of the distribution network. This can only achieve short-term warning of heavy overload risk in the distribution network, but also predict and distinguish no-load and light load lines. Studying the classification and early warning method for heavy overload in the distribution network is of great significance in improving the power supply capacity and economic benefits of the distribution network. By establishing a distribution network load prediction model, scientific capacity planning and line transformation are carried out to address the problem of heavy overload in the distribution network, providing technical support and support for improving the reliability of power supply, emergency response ability, and customer service level of the distribution network. The study of a graded warning model for heavy overload in the distribution network has important practical significance in promoting capacity planning and line optimization and renovation design.

In conducting relevant research on the phenomenon of heavy overload in distribution transformers, the method of feature analysis using imbalanced datasets is used to collect historical operation data of distribution networks, power outage repair work orders, transformer load data, and meteorological data. The above data are mostly imbalanced datasets, and data mining is conducted based on the aforementioned multi-source heterogeneous data to screen the feature indicator set related to heavy overload in distribution networks, Building a hierarchical prediction framework for the load situation of the distribution network can not only achieve short-term warning of the risk of heavy overload in the distribution network, improve the summer warning ability during peak hours, but also identify no-load and light load lines, providing a solution for later capacity planning. Starting from the actual situation of the distribution network, integrating multi-source heterogeneous data of the distribution network, proposing a distribution network overload warning and capacity planning technology based on historical data of the distribution network, completing the establishment of a hierarchical prediction model for the distribution network load situation, and forming a distribution network capacity planning and line transformation plan.

However, due to the low probability of distribution transformer overload, it is often difficult to obtain sufficient effective data for early data analysis and later model establishment, which also increases the difficulty for classification models to accurately predict power outages. In addition, many factors that affect power outages are difficult to present and obtain in the form of data values, which to some extent limits the establishment of feature index systems, making it difficult for prediction models to fully consider all influencing factors, thus increasing the difficulty of feature engineering and data preprocessing work. In the classification and warning of heavy overload in the distribution network, it is necessary to establish a distribution network load level prediction model based on imbalanced datasets to achieve early warning of heavy overload in the distribution network. It is expected to reduce the line outage rate index by more than 5%. In the analysis of imbalanced feature sets, how to combine
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information such as power distribution, road construction, municipal planning, and power load distribution after establishing a load prediction model. The formation of targeted distribution network capacity planning and line renovation plans is still an urgent problem to be solved. For example, Huang Yuanfang [4] et al. proposed a distribution transformer heavy overload risk warning method that takes load uncertainty into account. This method uses quantile regression algorithm of gated cycle unit to predict the load level distribution transformer at different subpoints. In addition, utility function is used to describe the severity of heavy overload accidents suffered by distribution transformers. Combined with the power system risk theory, the potential heavy overload risk level of distribution transformers is assessed, and the risk warning is realized according to the evaluation results. Shi Changkai [5] et al. studied a method for predicting the load of the Spring Festival distribution based on BP network and grey model. According to the particularity and regularity of the Spring Festival power load, this method uses fuzzy clustering method to divide the Spring Festival holiday period. Based on BP neural network and grey prediction system, the prediction model of the daily maximum load of the Spring Festival distribution is established, and the rated parameters of the distribution are combined. Judging whether the configuration is overloaded or not by analysing the prediction result. However, the warning accuracy of the above method is low, resulting in poor application effect.

In response to the current problems, combined with big data analysis and processing technology, a distribution network overload classification warning method based on imbalanced dataset feature extraction is proposed. Firstly, a hierarchical data acquisition model of distribution network heavy overload is established, and the feature index set related to distribution network heavy overload is screened. Combined with the unbalanced learning algorithm of inter class correlation, the random forest algorithm is used to realize the feature detection of distribution network heavy overload classification and the distribution network capacity planning. According to the capacity planning results, the distribution network heavy overload classification warning is realized. Then extract the inter class feature quantities of heavy overload in the distribution network, and based on the feature extraction results, achieve graded warning of heavy overload in the distribution network. Finally, simulation testing was conducted to demonstrate the superior performance of the method proposed in this paper in improving the ability of distribution network overload classification warning and planning. This method improves the early warning performance, and it has certain feasibility and effectiveness.

II. OVERALL ARCHITECTURE AND DATA SAMPLING OF DISTRIBUTION NETWORK OVERLOAD WARNING AND CAPACITY PLANNING

A. Overview Architecture of Distribution Network Capacity Planning

In order to realize the hierarchical early warning design of distribution network heavy overload, the capacity planning model of the hierarchical early warning of distribution network heavy overload is constructed. Through the parameter analysis of the distribution network heavy overload early warning model, the KNN algorithm is used to process the missing values and outlier of the distribution network multi-source heterogeneous data. For the missing value processing of distribution network heavy overload early warning and capacity planning, based on the characteristics of distribution network data periodicity and continuity, KNN algorithm is used to realize the study of distribution network heavy overload early warning and capacity planning, find out the corresponding position of missing data in other cycles, so as to fill the missing data [6-7]. For the outlier processing of distribution network heavy overload early warning and capacity planning. Firstly, the STL-ESD technology, which combines the time series decomposition algorithm and the single sample multiple outlier detection algorithm, is used to detect the outlier in the distribution network load data, and the KNN algorithm is used to replace the distribution network heavy overload early warning and capacity planning outlier to ensure the completeness of the distribution network heavy overload early warning and capacity planning data.

On the basis of analyzing the data of heavy overload warning and capacity planning in the distribution network [8-9], a penalty based feature selection algorithm is used to analyze the power outage characteristics of the distribution network. Based on the fuzzy feature selection method, a feature subset of heavy overload warning and capacity planning in the distribution network is established. During the training process of the target model, the feature selection of heavy overload warning and capacity planning in the distribution network is carried out simultaneously, that is, feature selection is taken as a part of the model.

Using the K-means clustering [10-12] based undersampling method, the non-outage class dataset in the distribution network heavy overload warning and capacity planning dataset is undersampled. This method divides the imbalanced dataset into a majority class (non-outage dataset) and a minority class (outage dataset). Then, the clustering algorithm is used to cluster the multi class dataset of the distribution network heavy overload warning and capacity planning, and the random undersampling model parameters are obtained. Finally, the undersampling model parameters for distribution network heavy overload warning and capacity planning are obtained. Based on the above analysis, the overall structure of the distribution network overload warning and capacity planning is shown in Fig. 1.

Finally, a hierarchical prediction model for distribution network load is established using the Adaboost ensemble algorithm, which combines several weak classifiers into a strong classifier to improve the performance of hierarchical prediction based on distribution network load [13-14].

The undersampling method for power outage datasets based on K-means clustering mainly has two processes. The first process is to cluster the majority class dataset (non-power outage dataset) using K-means clustering method, dividing the dataset into K clusters; The second process is to conduct random undersampling in each cluster according to the density distribution. Specifically, it is ordered according to the size of the data variance in each cluster. First, the cluster with small
difference is subject to random undersampling at a certain sampling rate. After sampling, the multi class dataset and the few class dataset are combined to obtain a new balanced dataset.

Fig. 1. Distribution network overload warning and capacity planning.

B. Data Feature Sampling

Given the training sample set \( \{(x_i, t_i)\} \), for distribution network capacity planning and line renovation, where \( x_i = \{x_{i1}, x_{i2}, \ldots, x_{in}\} \in \mathbb{R}^n, t_i = \{t_{i1}, t_{i2}, \ldots, t_{in}\} \in \mathbb{R}^m \), including L hidden layer nodes for distribution network capacity planning and line transformation data feature detection, the distribution network weight overload activation function is \( f(x) \), in the case of a single output node, the output function of the distribution network weight overload early warning ELM is:

\[
f_t(x) = \sum_{l=1}^{L} \beta_l h_l(x) = h(x)\beta
\]  

Where, \( \beta = [\beta_1, \ldots, \beta_L]^T \). \( T \) represents the output weight vector between the distribution network overload warning hidden layer and the output node for L hidden layer nodes, \( h(x) = \{h_1(x), \ldots, h_L(x)\} \) represents the hidden layer output vector of the distribution network overload warning input \( x \), that is, \( h(x) \) maps the input distribution network overload warning data from the d-dimensional input space to the L-dimensional fuzzy dynamic feature space. Combined with the distribution of power supply points, road construction, and municipal planning, a heterogeneous algorithm is used to establish a clustering model. The minimum training decision function for the internal temporal features of the sample is obtained as follows:

\[
\text{Minimize: } \| H\beta - T \|^2 \text{ and } \| \beta \| \quad (2)
\]

Where, \( H \) is the dynamic allocation matrix of hidden layer output of cluster, which is expressed as:

\[
H = \begin{bmatrix}
    h_1(x_1) & \cdots & h_L(x_1) \\
    h_1(x_2) & \cdots & h_L(x_2) \\
    \vdots & \ddots & \vdots \\
    h_1(x_n) & \cdots & h_L(x_n)
\end{bmatrix}
\]  

(3)

The process clustering learning of distribution network heavy overload warning is an unsupervised learning process. Select the K-mean standard SVM [15-16] classification model that meets the integration conditions, and get the maximum classification interval between the two classes of \( 2/\| \beta \| \). This norm actually controls the complexity of the function in the ELM feature space. Using a visual clustering point graph overlay analysis method, the disputed samples are temporarily classified into multiple clustering clusters, and two types of ELM models with single output are defined as follows:

\[
\text{Minimize: } L_{ELM} = \frac{1}{2} \| \beta \|^2 + \frac{c}{2} \sum_{i=1}^{N} \epsilon_i^2
\]  

Subject to: \( h(x_i)\beta = t_i - \epsilon_i, i = 1, \ldots, N. \)  

(4)

Where, \( \frac{1}{2} \| \beta \|^2 \) represents the structural risk of power outage data, \( \frac{c}{2} \sum_{i=1}^{N} \epsilon_i^2 \) represents the empirical risk of distribution network load.

Based on the KKT principle, the k-fold cross validation method is used to partition the data and transform the heavy overload classification warning problem of the distribution network into a dual optimization problem:

\[
L_{ELM} = \frac{1}{2} \| \beta \|^2 + \frac{c}{2} \sum_{i=1}^{N} \epsilon_i^2 - \sum_{i=1}^{N} \alpha_i (h(x_i)\beta - t_i + \epsilon_i)
\]  

(5)

According to equation (5), the sliding time window method is used to obtain the KKT constraint conditions:

\[
\frac{\partial L_{ELM}}{\partial \beta} = 0 \rightarrow \beta = \sum_{i=1}^{N} \alpha_i h(x_i)^T = H^T\alpha
\]  

(6)

\[
\frac{\partial L_{ELM}}{\partial \epsilon_i} = 0 \rightarrow \alpha_i = c \epsilon_i, i = 1, \ldots, N
\]  

(7)

\[
\frac{\partial L_{ELM}}{\partial \alpha_i} = 0 \rightarrow h(x_i)\beta - t_i + \epsilon_i = 0, i = 1, \ldots, N.
\]  

(8)

Where, \( \alpha = [\alpha_1, \ldots, \alpha_N]^T \), where the standard deviation of response data fluctuation is used for data compression to obtain each Lagrange multiplier \( \alpha_i \). For the i-th training sample.

Randomly divide K into k sets with similar numbers. When the number of training samples is small (i.e. \( N \ll L \)), (6) and (7) are introduced into equation (8). From the above formula, it can be inferred that:

\[
\beta = H^T \left( HH^T + \frac{1}{c} \right)^{-1} T
\]  

(9)

Similarly, when the training sample is large (i.e. \( N \gg L \)), it can be inferred that the secondary learner contains the feature values extracted by the primary learner:

\[
\beta = \left( H^T H + \frac{1}{c} \right)^{-1} H^T T
\]  

(10)
Similarly, when the training sample is large (i.e. $N>L$), it can be inferred that the secondary learner contains the feature values extracted by the primary learner:

$$f(x) = h(x)\beta = h(x)HT\left(HT^T + \frac{1}{\epsilon}\right)T$$

Based on the above analysis, a data collection and feature analysis model for heavy overload classification warning in the distribution network is constructed, combined with feature clustering and feature detection of imbalanced datasets, to achieve fuzzy sampling of overload data.

### III. CLASSIFICATION WARNING AND PLANNING ALGORITHM FOR HEAVY OVERLOAD IN DISTRIBUTION NETWORK

#### A. K-means Clustering based Feature Clustering Algorithm for Unbalanced Data in Distribution Networks

Using heterogeneous ensemble learning methods and K-means clustering based sampling methods can avoid deleting too much information on a certain data distribution and prevent data distortion caused by undersampling unevenness. The algorithm flow of the undersampling method for power outage datasets based on K-means clustering is as follows:

Step 1: preprocess the data set of unbalanced heavy overload hierarchical early warning of the original distribution network, including missing value processing based on KNN algorithm and outlier processing based on STL-ESD algorithm, and then select the characteristics to obtain the characteristic data set $D$ with the labels of power failure ($y=1$) and non-power failure ($y=0$).

$$D = \{(x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)\}, x_i \in R, y_i \in \{0, 1\}$$  

Step 2: Split the unbalanced dataset $D$ of the distribution network overload classification warning, and select 80% of it as the training dataset $D_1$, 20% for test dataset $D_2$.

Step 3: Training dataset $D$ for the imbalanced dataset of the distribution network overload classification warning. Unstop dataset $T$ in $D_1$. Cluster 0 and randomly select $k$ cluster centroids as: $\mu_1, \mu_2, \ldots, \mu_k \in R^n$.

Step 4: For $(x_i, y_i) \in T_0$. Calculate the cluster to which the distribution network overload classification warning imbalanced dataset belongs,

$$c^{(x_i)} = \arg\min_{j} ||x_i - \mu_j||^2 , j = 1, 2, \ldots, k$$  

Where, $c^{(x_i)}$ is the cluster to which photovoltaic characteristic data such as device parameters $(x_i, y_i)$ belongs.

Step 5: For each cluster $j$, recalculate the centroid of the unbalanced dataset cluster for the distribution network overload classification warning,

$$\mu'_j = \frac{\sum_{(x_i, y_i) \in T_0} I(c^{(x_i)} = j)x_i}{\sum_{(x_i, y_i) \in T_0} I(c^{(x_i)} = j)}$$  

Step 6: Calculate the maximum movement distance of the cluster center in the imbalanced dataset of the distribution network overload classification warning $d = \max(||\mu'_i - \mu_j||_2)$.

If $d > \epsilon$, update $\mu_i = \mu'_i$, skip to step 7 for execution.

Step 7: Scale each cluster of the above clustering results $\alpha$ Perform random undersampling to obtain the distribution network overload classification warning imbalanced dataset, balanced training dataset $D_0$.

#### B. Distribution Network Overload Classification Warning Imbalanced Dataset Diversity Scheduling Warning

The specific algorithm principle of using AdaBoost algorithm to build a distribution network overload classification warning imbalanced dataset scheduling is as follows:

Step 1: Input the training dataset of the distribution network overload classification warning imbalanced dataset $D = \{(x_1, y_1), (x_2, y_2), \ldots, (x_N, y_N)\}, x_i \in X, y_i \in Y = (-1, +1), (i = 1, 2, \ldots, N)$.

Step 2: Assuming that the weights of each sample in the dataset are initially uniform, the initial weights of the common modeling parameters for the imbalanced distribution network overload classification warning imbalanced dataset are represented as $G_t(x)$.

$$\omega_{t+1} = \frac{1}{N}$$  

Step 3: Set the maximum number of iterations $[17]$ (i.e. the maximum number of linear combination weak classifiers) $T: t = 1, 2, 3, \ldots, T$, to obtain the initial clustering objective function of the distribution network overload classification warning imbalanced dataset.

Step 4: When training the $t$-th weak classifier, the weighted weight $[18-19]$ of the $i$-th sample's distribution network overload classification warning imbalanced dataset is $\omega_i$ with $\Sigma_{i=1}^N \omega_i = 1$, the classifier of the distribution network overload classification warning imbalanced dataset trained is represented as $G_t(x)$.

Step 5: Calculate the imbalanced dataset $D$ of the distribution network overload classification warning in $G_t(x)$ Classification error rate on $t$ ($x$) $\varepsilon_t$:

$$\varepsilon_t = P[G_t(x_i) \neq y_i] = \sum_{i=1}^N \omega_i I[G_t(x_i) \neq y_i]$$  

Where, $I$ ($\cdot$) is the indicator function, and the mutual information $I$ ($\cdot$) of the unbalanced data set of the distribution network heavy overload hierarchical early warning is equal to $1$. Classifier $G_t(x)$ The classification error rate of $t$ ($x$) on the weighted training dataset $D$ is equal to that of $G_t(x)$; the sum of the weights of the misclassified samples in $t$ ($x$).

Based on classification error rate $\varepsilon_t$ Computational basis classifier $G_t(x)$ Weight of $t$ ($x$):

$$\alpha_t = \frac{1}{2} \ln \frac{1-\varepsilon_t}{\varepsilon_t}$$  

Training data distribution weights for the imbalanced dataset of distribution network overload classification warning after the t+1 iteration $\omega_{t+1}$ Update:
If the imbalanced dataset samples of the distribution network overload grading warning are correctly classified [20], its weight will decrease; on the contrary, if misclassified, the weight will increase.

\[
Z_t = \begin{cases} 
\sum_{i=1}^{N} \omega_{ti} e^{-at}, G_t(x_i) = y_i \\ \sum_{i=1}^{N} \omega_{ti} e^{at}, G_t(x_i) \neq y_i 
\end{cases}
\]  

(19)

Then output the final distribution network overload classification warning imbalanced data classification output:

\[
G(x) = \text{sign} \left[ \sum_{t=1}^{T} \alpha_t G_t(x) \right]
\]  

(20)

By processing the missing values and outlier in the data set, combined with the analysis results of the characteristics of the unbalanced data set, the system realizes the early warning of the distribution network heavy overload hierarchical early warning unbalanced data set diversity dispatching, focuses the main theories of distribution network capacity planning on the early load forecasting, and improves the early warning stability and dynamic analysis capability.

IV. EXPERIMENTAL TESTING AND RESULT ANALYSIS

A. Evaluation Index System

Establish a distribution network load level prediction model based on imbalanced datasets to achieve early warning of heavy overload in the distribution network. It is expected to reduce the line outage rate index by more than 20%. In the experiment, an evaluation index system is set up, and Gini index is given. Gini index can measure the impurity of nodes, and its formula is:

\[
\text{GINI}(t) = 1 - \sum_j p^2(j/t)
\]  

(21)

In the formula: \(t\) is the branch attribute of the distribution network load level evaluation node; \(p(j/t)\) represents the proportion of the target category of the distribution network load level in node \(t\). The Gini standard definition for the distribution node \(t\) of the distribution network overload classification warning imbalanced dataset is as follows:

\[
\text{GINI}(s, t) = \beta L \text{GINI}(t_L) + \beta R \text{GINI}(t_R)
\]  

(22)

The division standard for the imbalanced dataset of distribution network overload classification warning is to minimize GINI (s, t).

The least squares deviation is commonly used to measure the heavy overload classification warning ability of the regression tree allocation network, and the fitting error formula of node \(t\) is:

\[
\text{Err}(t) = \frac{1}{n_t} \sum_{D_t} (y_i - k_i)^2
\]  

(23)

In the formula: \(n\) is the number of instances in node \(t\); \(k_i\) is the average of the target values of instances in each node:

\[
k_i = \frac{1}{n_i} \sum_{n_i} y_i
\]  

(24)

The least squares deviation standard for dynamic nodes in the distribution network overload classification warning imbalanced dataset divided by attribute values \(s\) is defined as:

\[
\text{Err}(s, t) = \frac{n_{tL}}{n_t} \text{Err}(t_L) + \frac{n_{tR}}{n_t} \text{Err}(t_R)
\]  

(25)

In order to simplify the calculation process in the computer and avoid multiple traversals of attribute values, the above equation is simplified, and the hierarchical scheduling error of unbalanced data for distribution network overload classification warning can be obtained as:

\[
\text{Err}(s, t) = \frac{s^2}{n_{tL}} + \frac{s^2}{n_{tR}}
\]  

(26)

Wherein,

\[
S_L = \sum_{D_{tL}} y_i, S_R = \sum_{D_{tR}} y_i
\]  

(27)

By conducting hierarchical detection of the distribution network weight process, capacity planning and line transformation, analyzing the irrelevant or redundant information in the distribution network dataset, and designing partition standards to maximize Err(s, t).

B. Result Analysis

Matlab is used for simulation test, and 270 normal distribution sample points are given in the unbalanced data set of the distribution network data set. These sample points are divided into two categories. The normal distribution \(N(u, \Sigma)\) respectively:

Class 1: \([1; 2], [0.23 0; 0.57])\), a total of 70 points;  
Class 2: \([2.21; 0], [0.65 0; 0.88])\), a total of 200 points;

Randomly generate 100 noise data using SVM, ELM, and ELM_ The CIL algorithm performs this and provides an imbalanced dataset sample sequence as shown in Fig. 2.

![Sample sequence of imbalanced dataset](image)

**Fig. 2.** Sample sequence of imbalanced dataset.

Using the data in Fig. 2 as the test object, different methods were used to obtain a noise free dataset and reference [4] method, reference [5] method, and ELM after adding the noise set. The CIL classification warning results are shown in Table I.
According to the analysis of the hierarchical warning results in Table I, the classification and early warning results of the noise data sets of the three methods are all good, but the classification and early warning results of the proposed method are more accurate, the lowest value is 94.676, while the lowest value of the literature method is 88.235 and 84.029, which is more than 6 points higher than that of the proposed method. The clustering results of imbalanced dataset features are shown in Fig. 3.

![Fig. 3. Clustering results of unbalanced dataset features.](image1)

By analyzing Fig. 3, it can be seen that the method proposed in this paper has a good ability to plan for hierarchical warning of heavy overloads in the distribution network by clustering the features of the imbalanced dataset. According to the historical operation data of the distribution network (active load rate, three-phase imbalance, defect records, fault records, etc.), distribution transformer account information, meteorological environment data, geographical environment data, user scale, and other multi-source heterogeneous data, first process the missing values and outlier in the data set, and carry out the distribution network heavy overload classification warning for each data set. The comparison results are shown in Fig. 4 to 6, the overall testing accuracy of the reference method is slightly lower than that of this method, the early warning accuracy of different data sets of the proposed method is higher than that of the literature method. The maximum value of the proposed method is 94.80, while that of the literature method is 87.48, which is more than 7 points higher than that of the proposed method. However, due to its significantly faster learning speed than support vector machines, the algorithm proposed in this paper has significant advantages in large-scale imbalanced data classification of sample sets.

![Fig. 4. Comparison of the results of various grading warning methods in Pima India.](image2)

![Fig. 5. Comparison of the results of various grading warning methods in transfusion.](image3)
C. Results and Discussion

By setting up the load forecasting model of distribution network, scientific capacity planning and line reconstruction are carried out to improve the power supply reliability, emergency response ability and customer service level of distribution network. By processing the missing values and outliers in the data set, the problems of missing and abnormal data caused by various factors in the load data of distribution network are solved, the quality of the data set is improved, and the subsequent model training is supported. By constructing new features and selecting the optimal feature subset, the problem of poor performance of prediction model caused by information irrelevance or redundancy in distribution network data set is solved. The problem of poor prediction accuracy of a few classes due to unbalance of data is solved by undersampling. The AdaBoost classification algorithm is used to solve the problem of building a hierarchical forecasting model for the load condition of distribution network. By collecting distribution network historical operation data, power outage repair work order, transformer load data and meteorological data, data mining is carried out based on the above multi-source heterogeneous data. The characteristic index set related to distribution network overload is selected, and the hierarchical forecasting framework of distribution network load is constructed. To realize short-term early warning of heavy load risk of distribution network in order to improve summer peak warning, emergency response ability and customer service level. Extract effective information from heterogeneous data from multiple sources, construct new features, and form a feature database. The feature selection method is used to filter out the optimal feature subset and undersample the unbalanced data set to reduce the unbalance degree of the data set. Finally, AdaBoost and other classification methods are selected to establish a hierarchical forecasting model of distribution network load condition to realize heavy overload warning. The load forecasting model is established to predict the total load and maximum load in the future, and the capacity planning and line reconstruction plan of the distribution network are formed by combining the information of distribution, road construction, municipal planning and load distribution, etc., so as to improve the power supply capacity and economic benefits of the distribution network. The load forecasting model is established by using regression analysis and other load forecasting methods to predict the total load and maximum load in the future. At the same time, considering the distribution point, road construction, municipal planning, power load distribution and other factors, the capacity planning and line transformation of the distribution network. The analysis shows that the heavy overload classification early warning method adopted in this paper has good accuracy for power load prediction, effectively solves the problem of excess capacity caused by light load or no load, and improves the capacity of heavy overload early warning and capacity planning of distribution network. Compared with the literature method, the accuracy of this method is much higher than the literature method.

V. Conclusions

Distribution network occasionally faces heavy overload phenomenon, and if the phenomenon is not warned in time, it is easy to affect the normal operation of distribution network. Therefore, in order to achieve accurate warning of heavy overload of distribution network, it is necessary to classify the heavy overload warning of distribution network. Therefore, a new classification and early warning method of heavy overload of distribution network based on feature extraction of unbalanced data set is studied. In this method, the characteristics of distribution network are defined, and K-means clustering and undersampling methods are introduced to extract features from unbalanced data sets of distribution network overload classification. At the same time, decision tree algorithm and random forest algorithm are adopted to build a heavy overload early warning method to achieve early warning. After the design of the method is completed, the performance of the proposed method is analyzed through experiments. It can be seen from the experimental results that the proposed method has high accuracy in early warning and effectively improves the early warning ability of heavy overload in the distribution network.
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