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Abstract—Bird detection and species classification are important tasks in ecological research and bird conservation efforts. The study aims to address the challenges of accurately identifying bird species in images, which plays a crucial role in various fields such as environmental monitoring, and wildlife conservation. This article presents a comprehensive study on bird detection and species classification using the YOLOv5 object detection algorithm and deep transfer learning models. The objective is to develop an efficient and accurate system for identifying bird species in images. The YOLOv5 model is utilized for robust bird detection, enabling the localization of birds within images. Deep transfer learning (TL) models, including VGG19, Inception V3, and EfficientNetB3, are employed for species classification, leveraging their pre-trained weights and learned features. The experimental findings show that the proposed approach is effective, with excellent accuracy in both bird detection and tasks for species classification. The study showcases the potential of combining YOLOv5 with deep transfer learning models for comprehensive bird analysis, opening avenues for automated bird monitoring, ecological research, and conservation efforts. Furthermore, the study investigated the effects of optimization algorithms, including SGD, Adam, and Adamax, on the performance of the models. The findings contribute to the advancement of bird recognition systems and provide insights into the performance and suitability of various deep transfer learning architectures for avian image analysis.
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I. INTRODUCTION

Birds play a crucial role in maintaining ecological balance. Conducting research on bird species enables us to enhance our understanding of the surrounding world, and the Earth’s ecosystem, and acquire valuable insights into nature. Birds exhibit diverse characteristics, including varying sizes, shapes, and colors, and can be found in different locations. Identifying birds holds immense significance for ornithologists. Environmental scientists frequently rely on birds to gain insights into ecosystems due to their sensitivity to environmental fluctuations. Accurate identification of bird species provides crucial data on environmental conditions.

However, the process of manually collecting and data processing for bird species identification poses a significant challenge for researchers. To mitigate this challenge, the development of automated bird identification systems that collect, process, and classify bird species based on relevant information has emerged as a potential solution. The classification of bird species holds importance in diverse practical applications, including environmental pollution monitoring [1]. The presence of different bird species within an ecosystem serves various environmental purposes. Presently, image classification has emerged as a prominent domain of study in machine learning (ML) and deep learning (DL) [2]. However, accurately identifying bird species from images presents a complex undertaking due to challenges such as distinguishing between different bird species based on their unique shapes and appearances, accounting for background variations, managing varying lighting conditions in images, and accounting for the birds’ dynamic postures.

The study employed yolov5, an object detection algorithm, to identify bird regions within images. Furthermore, three distinct models, namely VGG19, EfficientNetB3, and InceptionV3, were trained to classify a total of 525 bird species. By leveraging yolov5’s capabilities, the researchers successfully detected the presence of birds in the images. Additionally, the classification task was accomplished using the trained models, which enabled accurate identification of the specific bird species among the 525 possibilities. This comprehensive approach allowed for both detection and classification of birds in the study.

The purpose of this article is to explore the application of YOLOv5 [3] (You Only Look Once) in detecting specific image areas that contain birds. Additionally, the article aims to compare the results achieved by various deep learning models such as VGG19, InceptionV3, and EfficientNetB3 in classifying different types of birds. To create a comprehensive model, the article proposes combining both bird detection and classification techniques. By leveraging the strengths of YOLO and deep learning models, this research aims to contribute to the development of robust systems for bird detection and classification in images. Moreover, the study examined how the performance of the models was influenced by optimization algorithms such as SGD, Adam, and Adamax.

The paper’s structure is organized as follows: In Section II, a thorough literature review is presented, covering the relevant background. Section III elaborates on the method employed for bird detection in image, as well as the implementation of three proposed transfer learning models for the task of bird classification. This section discusses various aspects, including Data Set and Data Preparation, Optimizers, and Model Evaluation Metrics. The experimental system and results are then detailed in Section IV. Section V offers conclusive remarks to wrap up the paper.

II. RELATED WORKS

In today’s era, CNN (Convolutional Neural Network) models have emerged as powerful tools for addressing classification
problems across various fields. With their ability to automatically learn hierarchical representations from raw data, CNN models have revolutionized the field of computer vision and beyond. These models excel in extracting meaningful features and patterns from images, making them particularly well-suited for tasks like object recognition, image classification, and segmentation. By leveraging deep learning techniques, CNN models have achieved remarkable success in domains such as healthcare, autonomous vehicles, natural language processing, and more. Their versatility, scalability, and robustness make them widely adopted in academia and industry alike, as they continue to push the boundaries of what is possible in the realm of classification problems. Several studies have been conducted focusing on TL techniques for the purpose of classification; in the medical field [4], [5], [6], [7], [8]; in the field of agriculture [9], [10], [11] and many other fields. In the problem of bird classification, Shazzadul Islam et al. [12] propose a ML approach for identifying the species of Bangladeshi birds. To extract image features from bird pictures, the researchers utilized the VGG-16 network. Among the various classification methods employed, Support Vector Machine (SVM) attained the highest accuracy, reaching an impressive 89%. Samparthi V S Kumar et al. [13] compares the performance of MobileNet, AlexNet, InceptionResNet V2, Inception V3, and EfficientNet for bird species recognition using a dataset of 11,488 images (increased to 40,000 through data augmentation). The results indicate that MobileNet and EfficientNet are the fastest to train, and EfficientNet achieves the highest test accuracy of 87.13%. The study [14] utilized traditional ML algorithms, DL algorithms, and transfer learning-based deep learning algorithms to classify the Kaggle-180-birds dataset, with the transfer learning-based classifier achieving the highest classification accuracy of 98%. The paper [15] compares and evaluates DL models (SSD, YOLOv4, and YOLOv5) for the classification and identification of bird species using the CUB-200-2011 dataset, with the YOLOv4 model achieving superior performance, including 95.43% accuracy, 93.94% precision, 94.34% recall, 94.27% F-1 score for 20 classes, and 96.99% mAP score. Ichsan Budiman et al. [16] utilized the K-Nearest Neighbor (KNN) algorithm to classify bird species based on a dataset of 58,388 images belonging to 400 species, achieving an accuracy of 95.5%. This paper [17] introduces a dual TL method for enhanced seabird image classification with spatial pyramid pooling, concatenating outputs from InceptionV3 and DenseNet201 backbones, and applying global average-pooling and global max-pooling. The proposed method achieved high accuracy, precision, recall, and F1-score of 95.11%, 95.33%, 95.11%, and 95.13%, respectively, on a 10-class seabird image dataset. Apart from the image-based classification of birds, extensive research has also been conducted on classifying birds using sound signals. This research [18] focuses on utilizing convolutional neural networks (CNNs) to develop an automated system for bird species identification based on spectrogram images. By analyzing the challenges of bird species detection, segmentation, and classification using a publicly available dataset of 8000 audio examples, the study concludes that a CNN-based approach with fully convolutional learning achieves efficient and accurate results. Through a 9-step implementation, the system demonstrates high accuracy (0.9895), precision (0.9), and a minimal loss (less than 0.0063) after training and validation with 50 epochs. Kumar et al. [19] explores the use of deep neural networks (DNN) and TL for automatic voice recognition and species identification of 22 bird species using various feature extraction techniques. The results indicate that models like ResNet50, DenseNet201, InceptionV3, Xception, and EfficientNet achieve high prediction accuracy, with DenseNet201 and ResNet50 attaining the best classification accuracy of 97.43% on the validation set. The study [20] focuses on identifying the most suitable cepstral features for the accurate classification of 15 endemic Bornean bird sounds. By comparing different feature types, the model utilizing gamma tone frequency cepstral coefficients (GTCC) achieves superior performance with 93.3% accuracy. The most advanced CNN models currently utilize pre-trained networks and can classify bird species from various angles and positions. These methods have the potential to significantly enhance the accuracy. This article investigates YOLOv5 (You Only Look Once) for detecting bird-specific image areas and compares the classification performance of DL models like VGG19, Inception V3, and EfficientNetB3. By leveraging YOLO and deep learning, the research aims to enhance the development of robust systems for accurately detecting and classifying birds in images. Furthermore, the study delved into the influence of optimization algorithms, namely SGD, Adam, and Adamax, on the performance of the models.

III. METHODOLOGY

A. Dataset and Data Preparation

The dataset utilized in the article consists of a vast collection of 89,885 images. It encompasses a diverse range of 525 bird species, with 84,635 images allocated for training purposes. Additionally, the dataset includes 2,625 images each for testing and validation. All the images possess a resolution of 224x224 pixels and are in JPG format with RGB channels. The dataset was sourced from https://www.kaggle.com/datasets/gpiosenka/100-bird-species [21]. Significantly, a meticulously chosen set of five images per species was incorporated for testing and validation purposes. Fig. 1 provides additional information regarding the dataset.

B. Transfer Deep Learning Models, Proposed Model

The objective of this study is to employ the yolov5 algorithm for bird region detection in images, followed by utilizing a transfer learning model for bird classification. To assess the effectiveness of this approach, we compare the efficiency of bird classification using multiple proposed models based on transfer learning techniques, namely VGG19 [22], InceptionV3 [23], and EfficientNetB3 [24]. The architecture of the classification models proposed in this study is depicted in Fig. 2. Through this comparative analysis, we aim to evaluate the performance and efficacy of our solution in accurately classifying birds. In Fig. 3, the study conducted training on 03 bird classification models based on the EfficientNetB3, InceptionV3, and VGG19 network architectures, and selected the model with the highest accuracy. Fig. 4 presents the architecture and layers of the proposed models for bird classification based on the EfficientNetB3, InceptionV3, and VGG19 network architectures. The architecture and layers of the proposed model with the best results for the bird classification problem are built based on the EfficientNetB3 network architecture shown in Fig. 5.
Fig. 1. Sample bird species in the dataset.

Fig. 2. Proposed model for bird detection and species classification.
Fig. 3. The training process involves three bird species classification models based on EfficientNetB3, InceptionV3, and VGG19.

C. Optimizers

An optimizer is a key element in machine learning and deep learning that facilitates the training of models. Its primary purpose is to iteratively adjust the parameters of a model with the objective of minimizing a specific loss function. By finding optimal parameter values, the optimizer helps enhance the model’s performance on various tasks like classification, regression, or generative modeling. Different optimizers employ distinct algorithms and techniques to update the model’s parameters based on gradients computed from the training data.

The choice of optimizer greatly influences convergence speed, generalization ability, and overall model performance. Overall, an optimizer is a vital tool that guides the optimization process in machine learning by iteratively refining model parameters to achieve better results. In this paper, we assess the performance of transfer learning models by employing three highly effective algorithms: Stochastic Gradient Descent (SGD) [25], Adam [26], and Adamax [27]. These optimizers have demonstrated remarkable capabilities in various machine learning tasks and are widely recognized for their ability to optimize model parameters efficiently. By leveraging SGD, Adam, and Adamax, we aim to evaluate the accuracy and effectiveness of transfer learning models and explore their potential for enhancing performance in diverse domains.

D. Evaluation Metrics

In this investigation, the efficacy of DL models was evaluated using a diverse set of metrics, including Precision, Recall, F1-score, and Accuracy. The overall performance of the models in predicting the target variable was assessed using Accuracy. Precision was utilized to measure the ratio of correctly predicted positive outcomes to all positive predictions, while recall quantified the proportion of accurately predicted instances of positive outcomes to all instances of positivity in the dataset. To provide a balanced perspective on the model’s effectiveness, particularly in cases of imbalanced classes, the F1-score, which combines precision and recall, was employed. By employing multiple evaluation metrics, we obtained a comprehensive understanding of the model’s effectiveness and were able to make informed judgments regarding its effectiveness.

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \tag{1}
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \tag{2}
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \tag{3}
\]

\[
F_1 - \text{Score} = \frac{Precision \times Recall}{Precision + Recall} \tag{4}
\]

In which, TP: True Positive, TN: True Negative, FP: False Positive, FN: False Negative.
In this section, we present the training and test results obtained for three models based on: EfficientNetB3, VGG19, and Inception V3. These models are based on their respective architectures and were trained using different optimizers, namely Adam, Adamax, and SGD. The purpose of these experiments was to evaluate the performance of the models under varying optimization algorithms. By utilizing different optimizers, we aimed to explore the impact on training and test outcomes, thereby gaining insights into the models’ effectiveness.

EfficientNetB3: Among the three models, EfficientNetB3 consistently demonstrates the highest test accuracy of 98% across all optimizers (SGD, Adam, and Adamax). This indicates that EfficientNetB3 performs exceptionally well in correctly classifying unseen data. In addition to test accuracy, EfficientNetB3 also achieves high train accuracy, with values ranging from 0.967 to 0.9915 across all optimizers (SGD, Adam, and Adamax), indicating its ability to effectively learn from the training data. Furthermore, EfficientNetB3 exhibits low loss values during training, with the lowest recorded value of 0.0288 using the Adam optimizer. This suggests that the model effectively minimizes the discrepancy between predicted and actual values, resulting in improved performance. Detailed results are presented in Fig. 6.

VGG19: VGG19 performs slightly lower than EfficientNetB3 but still delivers respectable results. Among the optimizers used, VGG19 achieves the highest test accuracy of 95% when trained with the Adam optimizer. This indicates its ability to classify unseen data with a relatively high level of accuracy. VGG19 also demonstrates reasonably good train accuracy, ranging from 0.967 to 0.9915 across all optimizers (SGD, Adam, and Adamax), indicating its ability to effectively learn from the training data. Furthermore, EfficientNetB3 exhibits low loss values during training, with the lowest recorded value of 0.0288 using the Adam optimizer. This suggests that the model effectively minimizes the discrepancy between predicted and actual values, resulting in improved performance. Detailed results are presented in Fig. 7.

Inception V3: Inception V3 achieves test accuracies of 92% to 93% across all optimizers. While it performs slightly lower than EfficientNetB3 and VGG19, Inception V3 still demonstrates a reasonable ability to classify unseen data.
In terms of train accuracy, Inception V3 achieves values ranging from 0.8624 to 0.913, which are slightly lower than the other two models. However, it shows relatively lower loss values during training compared to VGG19, indicating better convergence toward the desired outputs. Detailed results are presented in Fig. 8.

In summary, EfficientNetB3 consistently achieves the highest test accuracy across all optimizers, indicating its superior performance in classifying unseen data. VGG19 performs slightly lower but still achieves respectable results, with the best test accuracy attained using the Adam optimizer. Inception V3 also demonstrates good performance, although slightly lower than the other two models, with the best test accuracy achieved using the Adam optimizer. Detailed results comparing the testing accuracy and loss values of the EfficientNetB3, VGG19, and InceptionV3 models using Adam Optimizer are presented in Fig. 9.

Based on the information given in Table I, it appears that EfficientNetB3 consistently achieves high precision, recall, and F1 scores across all optimizers. It consistently achieves a score of 0.98 for precision, recall, and F1 score, indicating its effectiveness in correctly identifying positive instances and achieving a balance between precision and recall. While VGG19 and Inception V3 also show relatively strong performance, EfficientNetB3 consistently demonstrates higher scores in all metrics.

Fig. 10 shows comparisons of test accuracy value between EfficientNetB3, VGG19 and Inception V3. Fig. 11 shows the results obtained by using YOLOv5 to detect birds in the image (https://ebird.org/species/abbbab1) will be further classified into bird species using an EfficientNetB3-based model.
TABLE I. MODEL COMPARISON - PRECISION, RECALL, F1 SCORE

<table>
<thead>
<tr>
<th>Models</th>
<th>Optimizer</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>EfficientNetB3</td>
<td>SGD</td>
<td>0.98</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>EfficientNetB3</td>
<td>Adam</td>
<td>0.98</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>EfficientNetB3</td>
<td>Adamax</td>
<td>0.98</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>VGG19</td>
<td>SGD</td>
<td>0.95</td>
<td>0.94</td>
<td>0.94</td>
</tr>
<tr>
<td>VGG19</td>
<td>Adam</td>
<td>0.96</td>
<td>0.95</td>
<td>0.95</td>
</tr>
<tr>
<td>VGG19</td>
<td>Adamax</td>
<td>0.94</td>
<td>0.92</td>
<td>0.92</td>
</tr>
<tr>
<td>Inception V3</td>
<td>SGD</td>
<td>0.93</td>
<td>0.92</td>
<td>0.91</td>
</tr>
<tr>
<td>Inception V3</td>
<td>Adam</td>
<td>0.94</td>
<td>0.93</td>
<td>0.93</td>
</tr>
<tr>
<td>Inception V3</td>
<td>Adamax</td>
<td>0.94</td>
<td>0.93</td>
<td>0.93</td>
</tr>
</tbody>
</table>

V. CONCLUSION

In conclusion, this study has successfully addressed the challenges associated with accurately identifying bird species in images, a task of great significance in ecological research and bird conservation efforts. By employing the YOLOv5 object detection algorithm for bird localization and leveraging deep transfer learning models like VGG19, Inception V3, and EfficientNetB3 for species classification, the researchers have developed an efficient and accurate system for bird detection and classification. The experimental results demonstrate the effectiveness of this approach, achieving high levels of accuracy in both bird detection and species classification tasks. The combination of YOLOv5 with deep transfer learning models has shown great potential for comprehensive bird analysis, paving the way for automated bird monitoring, ecological research, and conservation efforts. Moreover, the study also investigated the impact of optimization algorithms, including SGD, Adam, and Adamax, on the model’s performance, providing valuable insights into the suitability of different deep transfer learning architectures for avian image analysis. Overall, these findings contribute to the advancement of bird recognition systems and offer valuable knowledge for improving the field of avian image analysis.
Fig. 10. Comparisons of test accuracy value between EfficientNetB3, VGG19 and Inception V3.

Fig. 11. Detect bird using YOLOv5, classify using EfficientNetB3-based model.
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