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Abstract—The Internet of Things (IoT) facilitates intelligent communication and real-time data collection through dynamic networks. The IoT technology is ideally suited to meet intelligent city requirements and enable remote access. Several cloud-based approaches have been proposed for constrained IoT systems, including scalable data storage and effective routing. In real-world scenarios, the effectiveness of many methods for wireless networks and communication links can be challenged due to their unpredictable characteristics. These challenges can result in path failures and increased resource utilization. To enhance the reliability and resilience of IoT networks in the face of failures, fault tolerance mechanisms are crucial. Network failures can occur for various reasons, including the breakdown of the wireless nodes' communication module, node failures caused by battery drain, and changes in the network topology. Addressing these issues is essential to ensure the continuous and reliable operation of IoT networks. Fault-tolerant routing plays a critical role in IoT-based networks, but no systematic and comprehensive research has been conducted in this area. Therefore, this paper aims to fill this gap by reviewing state-of-the-art mechanisms. An analysis of the practical techniques leads to recommendations for further research.
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I. INTRODUCTION

The Internet of Things (IoT) has witnessed rapid growth due to advancements in software and hardware platforms, the expansion of communication networks, and the progress in data analysis tools [1]. IoT refers to a network of interconnected devices that generate and collect data using technologies like RFID, sensors, actuators, and mobile phones [2, 3]. The International Telecommunication Union (ITU) defines IoT as a global infrastructure that connects physical and virtual objects through integrated information and communication technologies. Another definition in [4] describes IoT as a network that connects people and things, allowing them to be connected anytime, anywhere, with anyone and anything, utilizing various networks, paths, and services. Moreover, IoT technology enables communication-related services such as information exchange for collaborative IoT services, user connectivity for global networking, and data offloading to edge cloud servers for enhanced computation [5].

There has been a growing interest in the IoT in academia and industry over the last few years. As the IoT becomes increasingly ubiquitous, it provides comprehensive representations of physical environments and offers a high level of engagement with them [6]. Some examples of potential applications for this innovative paradigm include e-health, business management, Intelligent Transportation Systems (ITS), and logistics. The realization of IoT is greatly influenced by several factors, such as the system's architecture, the network and communication infrastructure, the processing of data, and ubiquitous computing technologies, which enable effective, reliable, physical, and cyber connectivity. As part of IoT, networking, and primarily routing in the network, is an integral component that facilitates the interconnection of devices. It entails the creation of traffic routes and routing packets from the source to the final destination in a network.

In the realm of the Internet of Things (IoT), the convergence of big data, cloud computing, artificial intelligence (AI), machine learning (ML), deep learning, feature and channel selection, meta-heuristic algorithms, game theory, and association rule mining holds paramount significance, shaping the potential and efficacy of IoT applications. The massive influx of data generated by interconnected devices in IoT necessitates the utilization of big data techniques to handle, store, and process this vast volume of information [7]. Cloud computing plays a pivotal role by providing the scalable infrastructure and computational power required for efficient data management and analysis in IoT environments [8]. The integration of AI and ML in IoT applications unlocks the capability of devices to learn from data patterns, enabling them to make intelligent decisions, adapt to changing circumstances, and optimize their performance [9-11]. Deep learning, a subset of ML, further empowers IoT devices to process complex and unstructured data like images, audio, and text, enabling advanced applications in computer vision, speech recognition, and natural language processing [12-15]. Feature and channel selection play a critical role in optimizing IoT data processing by identifying the most relevant data attributes and sources, streamlining data analysis and reducing computational overhead [16]. Meta-heuristic algorithms find applicability in IoT systems for optimization tasks, such as routing and resource allocation, ensuring efficient utilization of resources and enhancing IoT network performance [17, 18]. Moreover, game theory principles are instrumental in designing cooperative or competitive strategies among IoT devices, optimizing resource allocation and energy usage in dynamic IoT environments [19]. Association rule mining brings valuable insights by discovering patterns and correlations within IoT data, aiding in decision-making processes and providing recommendations for improving IoT system performance [20].

Despite the promise of IoT, ensuring network reliability remains a significant challenge. Broken links and faulty nodes
can severely impact the reliability of IoT-enabled networks, hindering seamless communication and data exchange. To address this challenge and enhance the resilience of IoT networks, fault-tolerant routing mechanisms are indispensable. These mechanisms are designed to maintain network performance and data delivery even in the presence of failures, disruptions, or changes in the network topology. In light of the growing importance of fault tolerance in IoT networks, this review paper aims to explore state-of-the-art fault-tolerant routing mechanisms comprehensively. By analyzing critical factors such as packet delivery ratio, network lifetime, energy consumption, delay, scalability, availability, and reliability, we seek to identify effective techniques and recommend further research in this crucial area. Our goal is to contribute to the advancement of reliable and resilient IoT networks, unlocking their full potential in various applications and domains.

II. BACKGROUND

A. IoT Definitions

The IoT has been defined as a communication network where all our daily devices can connect to other devices by identifying, sensing, and processing functions. The International Telecommunication Union (ITU) has defined these devices as innovative items of the information world (virtual objects) or the physical world (physical objects), which may connect and exchange information with each other [21]. As a dynamic global network infrastructure based on standard and adaptive communication protocols, the IoT enables smart and virtual objects to be autonomous, have a physical identity, and have virtual personalities [22]. The IoT is regarded as the most influential among emerging technologies, ranking higher than artificial intelligence and robotics. The IoT is currently the most significant technology trend in the world, as stated by Burrus [23]; it is expected to cause the most disruption and provide the most opportunities over the next five years. According to a study published in Forbes Insights by over 500 executives from countries with a minimum of 500 employees, IoT has acquired global traction [24]. Forecasts encompass all aspects of the IoT ecosystem, including professional services, analytics, security, infrastructure purpose-built IoT platforms, connectivity services, and intelligent and embedded systems. All predictions indicate that IoT adoption and usage will grow regardless of the number of forecasts [5].

The IoT is defined in some ways only from a physical perspective. Real-world or virtual objects can be regarded as things. For example, Al-Fuqaha et al. [25] defined IoT as the ability of tangible objects to perceive, listen, reason, communicate, collaborate on decisions, and fulfill tasks. As explained in a special IEEE report, the IoT is a network of connected devices, each equipped with sensors. IoT is also described by the Organization for the Advancement of Structured Information Standards (OASIS) as a system where ubiquitous sensors are used to connect the Internet to the physical world. This perspective is often called Machine to Machine (M2M) in definitions. As defined by ETSI, M2M communications are communications between two or more entities without direct human involvement. IoT covers many application fields today, including transport, utilities, healthcare, smart cities, and monitoring. It can apply to a variety of situations effectively. For instance, IoT can collect valuable data through sensor devices. In addition, IoT devices can serve as an efficient means of transmitting data. However, IoT devices have some limitations regarding transmission, processing, battery life, and memory capabilities.

B. IoT Architecture

All nodes in the IoT environment can communicate and cooperate to accomplish predefined goals. Therefore, the IoT must have a layering architecture that is flexible enough to support a wide range of heterogeneous elements over the Internet. Despite the growing number of IoT architectures, none can be adopted as a reference model. A typical IoT architecture comprises three layers: application, network, and perception. In the meantime, researchers have proposed updated models by incorporating additional abstractions into the architecture of the IoT. Fig. 1 illustrates two common IoT architectures. Several research studies like [26, 27] used a 5-layer model similar to TCP/IP. A 5-layer architecture model starts with the perception or objects layer, which comprises physical sensors that collect, process, and analyze information. Several crucial technologies facilitate the transfer of the produced data from the perception layer to the next layer, including Wireless Fidelity (Wi-Fi), Third Generation (3G), Radio Frequency Identification (RFID), Global System for Mobile Communications (GSM), and infrared. The object abstraction layer securely transfers data from the preceding layer (objects) to the upper layer (management of services). This layer serves as a standard interface to handle a variety of things. Known as the pairing (middleware) layer, the service management layer pairs services with requesters based on their names and addresses. IoT programmers can work independently with heterogeneous objects platforms through this layer. The application layer provides the requested services to users. The business layer creates a business representation, flowcharts, diagrams, etc., according to the data provided by the application layer.

Connectivity is a necessary and sufficient condition for IoT, which integrates different technologies. It is, therefore, essential to enhance communication protocols as part of the technology. IoT communication protocols are generally classified into three categories, Server to Server (S2S), Device to Device (D2D), and Device to Server (D2S). S2S communications involve the exchange of data between servers, which is mainly used in cellular networks. Mobile phones can communicate with each other through D2D communication, referred to as the next generation of cellular networks. In D2S, all data is transmitted to servers, regardless of location. These communications require the processing and preparation of data. This challenge calls for various data processing methods, such as analytics at the edge, stream analysis, and IoT analysis at the database. Each process should be customized based on the specific application and its requirements. Cloud and fog processing are two analytics tools used to prepare and process data before transferring it to another application. In a nutshell, sensors and IoT devices collect environmental data. The next step is to extract knowledge from the unprocessed data. Afterward, data can be transferred to other elements, devices, or servers over the Internet [8].
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C. IoT Key Elements

As shown in Fig. 2, the IoT environment involves some critical elements defined below.

- **Identification:** The IoT requires identification to establish its services and match them with the demands of its users. Identifying objects paves the way for query, management, and control of object information. Currently, several identification methods exist, each with its characteristics in terms of coding schemes and analysis systems, such as Ubiquitous Codes (uCode) and Electronic Product Codes (EPC) [28].

- **Sensing:** IoT sensing involves capturing data from connected sensor nodes and delivering it to a database or data warehouse. Based on the recorded data, specific actions are taken according to the required services. IoT sensors can be intelligent actuators or wearable sensing devices [29].

- **Communication:** Connecting heterogeneous objects with IoT communication technologies enables customized intelligent services. Generally, IoT nodes should operate at low power when communication links are lossy and noisy. The IoT uses a variety of communication protocols, such as RFID, Near Field Communication (NFC), Wi-Fi, ultra-wide bandwidth (UWB), LTE-Advanced, IEEE 802.15.4, Z-wave, and Bluetooth [30].

- **Computation:** The IoT is powered by microcontrollers, microprocessors, SOCs, FPGAs, and software applications. IoT applications can be run on various hardware platforms, including T-Mote Sky, Z1, Cubieboard, Gadgeteer, Raspberry PI, and Arduino [31].

- **Semantics:** The concept of semantics focuses on the capability of machines to intelligently extract knowledge to facilitate the provision of services necessary for the IoT. Extraction of knowledge involves discovering and utilizing resources and incorporating information into models. In addition, it consists of the recognition and analysis of data to determine the most appropriate service. Semantics are integral to the IoT by sending requests to the appropriate resources. Semantic Web technologies, such as the Resource Description Framework (RDF) and Web Ontology Language (OWL), support this requirement [32].

- **IoT service:** Aiming to facilitate human life, the IoT provides a wide range of services typically delivered as physically isolated vertical solutions. Discovering suitable IoT services faces various challenges and requirements, such as the heterogeneity of accessible services, vast distribution of services, and a highly dynamic environment [33]. Some essential services that IoT provides include healthcare systems [34], remote control [35], transportation [36], education [37], environment monitoring [38], disaster recovery [39], and anomaly detection [40].

- **IoT resource:** As the IoT entails diverse heterogeneous components, it requires substantial storage and processing to meet users' requests and provide valuable services. Some applications may require complex processing, such as time series analysis, while others may be latency-sensitive. Since the resources of IoT objects are limited in terms of energy, network bandwidth, CPU, and memory, it isn't easy to obtain an ultra-scale and real-world IoT network without taking advantage of cloud platforms or some powerful devices, such as edge or fog nodes and smart gateways [41].

- **IoT task:** In an IoT-based network, users' requests are organized into two main types of tasks: independent tasks and dependent tasks. The separate tasks, also called atomic tasks, refer to the tasks in which no dependency exists among them. In contrast, the dependent tasks require a specific execution order due to their relationship [42].
D. Basic Optimization Parameters

- **Optimization problem definition**: Optimization in the computational domain refers to selecting the most optimal solution, among others, based on various factors [43].

- **Search space**: In a given problem, the search space refers to a collection of potential or candidate solutions. Each point within the search space represents a specific solution that can be evaluated based on its value or suitability for the problem. The search space encompasses all feasible solutions that can be explored and considered during problem-solving. Analyzing and assessing different points within the search space can identify the most optimal or desirable solution for the problem. [44].

- **Objective function**: An objective function quantifies the solution to an optimization problem. It refers to an optimization objective, such as minimizing or maximizing metrics (e.g., performance, energy consumption). Optimization variables are transformed into real numbers by the objective function, which can be a single-objective (minimizing response time) or a multi-objective (e.g., minimizing energy consumption and maximizing throughput) [45].

- **Population and individual encoding**: In meta-heuristic algorithms, individuals within a population represent potential solutions to a specific problem. These individuals are encoded using various data structures, such as Boolean values, strings, or trees. The choice of encoding depends on the nature of the problem being solved and the information required to represent the solutions accurately. In many cases, fixed-length and fixed-order bit strings encode candidate solutions in meta-heuristic approaches. This allows for a consistent and standardized representation of solutions across the population. Fig. 3 illustrates the common encoding methods employed in meta-heuristic algorithms. The encoding can involve binary, discrete, or real values, depending on the specific problem requirements and constraints [46].

- **Initialization**: Initialization is the process of assigning initial values to the search space in order to create the initial population for a meta-heuristic algorithm. The selection of initial solutions can be made using various methods, one of which is random initialization. In random initialization, individuals are randomly chosen from the search space to form the initial population. This means that the values of the individuals are selected without any specific pattern or bias, providing a diverse starting point for the algorithm. Random initialization helps to explore different regions of the search space and avoids getting stuck in local optima. By introducing randomness in the selection of initial solutions, the algorithm has the potential to discover better solutions throughout the optimization process [47].

---

Fig. 2. IoT key elements.
Termination criteria: Optimization algorithms are typically executed multiple times in order to obtain the best possible results. The way in which these algorithms are executed can be classified as either dynamic or static. In dynamic mode, the iterations of the algorithm continue until the fitness function, which measures the quality of the solutions, fails to improve after a certain number of repetitions. This approach allows the algorithm to adapt and continue searching for better solutions as long as progress is made. If the fitness function stops improving, it suggests that the algorithm has reached a point where further iterations are unlikely to yield significant improvements. In static mode, a fixed number of iterations is predetermined before the optimization algorithm begins. The algorithm will iterate for the specified number of iterations, regardless of whether the fitness function continues to improve or not. Once the predetermined number of iterations is completed, the algorithm terminates. Both dynamic and static termination criteria have their advantages and use cases. Dynamic termination criteria provide flexibility and allow the algorithm to adapt its stopping point based on progress. On the other hand, static termination criteria provide a predetermined stopping point, which can be useful in scenarios where a fixed number of computational resources or time is allocated for the optimization process. The choice of termination criteria depends on the specific problem, available resources, and desired optimization objectives [48].

III. REVIEW OF FAULT-TOLERANT ROUTING PROTOCOLS

This section reviews recent fault-tolerant IoT routing protocols based on important factors such as network lifetime, energy consumption, packet delivery ratio, delay, scalability, availability, and reliability. The strengths and weaknesses of existing works are briefly outlined. Table I provides a side-by-side comparison of the protocols using qualitative parameters for analysis and evaluation. This comparison helps identify efficient methods based on specific requirements.

Agarwal, et al. [49] introduced a multi-objective Deep Reinforcement Learning (DRL)-based approach to fault tolerance in IoT-enabled WSNs. They proposed a double-layer DRL-based approach that incorporates a low-level DRL agent to identify and isolate faulty nodes and a high-level DRL agent to select optimal fault-tolerant routing paths. Their approach was tested on a real-world WSN dataset and showed promising results. The proposed double-layer DRL-based approach enables the WSNs to identify and isolate faulty nodes in a timely manner and select optimal fault-tolerant routing paths with the optimal deployment of resources. The results of the study suggest that the proposed approach is able to detect faulty nodes with high accuracy and minimal overhead, which is essential for the robust and reliable operation of IoT-based WSNs. In addition, it emphasizes the need to transmit data in a reliable manner after fault detection. This is because faulty nodes can cause significant delays in data transmission and lead to data loss. The proposed approach is able to identify such faulty nodes quickly, allowing them to be removed from the network and data transmission to be resumed in a timely manner. The last step is to use a mobile sink to gather data in an energy-efficient manner, which in turn significantly increases the lifetime of the network. The proposed algorithm outperformed the state-of-the-art algorithms in terms of throughput, network lifetime, and fault detection accuracy.

Moreover, it demonstrated superior scalability, allowing it to be implemented in larger networks without compromising performance. However, there are some potential drawbacks to this algorithm as well. One such drawback is that it requires more computational resources than some of the other algorithms. Additionally, it is unclear how well this algorithm will perform in more complex networks.

Cluster-based routing is an effective way to reduce transmission overhead and conserve energy as well as improve transmission quality. It also allows nodes to form clusters which are then used to route data between nodes. By forming clusters, the number of messages that need to be transmitted across the network is reduced, which leads to improved energy efficiency. The Cluster Heads (CHs) are responsible for aggregating and filtering the sensed data before forwarding it to the base station, which further reduces the transmission overhead. Additionally, cluster-based routing allows for better scalability, as nodes can be added or removed from clusters without disrupting the overall network. When one or more CHs fail, the faulty CHs cannot forward data from their serving sensor nodes. This results in insufficient sensed data of the IoT application field being available to the sink node. The IoT...
applications will be adversely affected by this change. Lin, et al. [50] developed virtual CH formation and flow graph models to tolerate CH failures effectively. By using the virtual CH formation and flow graph models, the resources of all failure-free CHs can be effectively utilized. This allows the CHs to serve as a backup for any faulty CHs, ensuring that packets are still able to be routed properly even in the event of a failure. The experiments conducted show that the approach is successful in providing fault-tolerant routing for IoT WSNs. However, there are also potential drawbacks to this approach. For example, if there are too many CH failures, the system may become overloaded and unable to function properly. Additionally, if the CHs are not properly distributed, this could lead to areas of the network being underserved or not having any CHs at all.

WSNs are vulnerable to physical and environmental factors, such as node failure, interference, and signal attenuation, which can lead to significant delays and packet losses. This can cause disruption to applications that rely on the network for communication, such as smart home applications and automated industrial systems. Topology changes, battery drain, or failure of the wireless node communication module pose the greatest threat to network failure. These factors can cause a decrease in the Quality of Service (QoS) of the network, which can lead to increased latency, data loss, increased energy consumption, and, finally, failure of the application. WSNs can be configured with fault tolerance mechanisms to ensure reliable data acquisition and transmission in IoT applications. Jaiswal and Anand [51] proposed a fault-tolerant cluster-based routing scheme for WSNs combining Grey Wolf Optimization (GWO) and Firefly Optimization (FO) algorithms. An optimal clustering algorithm is implemented using FO, and a routing algorithm is implemented using GWO. To improve network performance and meet quality of service criteria, the algorithm takes into account the energy efficiency and fault tolerance of sensor nodes and CHs. The FO and GWO algorithms were simulated in WSN scenarios in order to compare the results to those from existing techniques. The results showed that the algorithms were able to achieve optimal clustering, improved network performance, and higher energy efficiency while also providing greater fault tolerance and meeting quality of service requirements. However, it should be noted that the FO and GWO algorithms have not been tested in large-scale or real-world scenarios. As such, it is unclear how well they would perform in these types of environments.

The routing strategy proposed by Muhammed, et al. [52] uses multiple clusters and a hierarchical routing structure, which allows it to detect faults and dynamically reroute messages quickly. This reduces the amount of energy consumed and increases the reliability of the network. The simulations show that the proposed method is more reliable and efficient than LEACH and DFTR protocols, as it can detect and reroute traffic more quickly and with less energy consumption. This makes it a better option for networks with large numbers of nodes and dynamic traffic patterns. According to the results, the proposed method performs better than LEACH and DFTR in terms of the network's total energy, the number of nodes left active after a given period, and the network bandwidth. The proposed method is able to balance the energy load more efficiently by selecting the appropriate nodes for activation. It also provides a more balanced traffic pattern across the entire network, which leads to improved energy efficiency and better performance overall. However, there are some potential drawbacks to the proposed method. First, it is more complex than LEACH and DFTR and thus requires more processing power and time to execute. Second, it may be less effective in very large networks with a large number of nodes due to the increased complexity.

WSN-based IoT networks are deployed to collect and transmit data from various sources. IoT sensor nodes within these networks possess diverse properties and characteristics. To efficiently manage data transmission, cluster-based routing is commonly employed. This approach involves dividing the network into clusters, with each cluster being managed by a CH node responsible for aggregating and forwarding the data. However, in the event of one or more CH failures, the sensor nodes within the affected clusters are unable to forward their sensed data to the CHs.

Consequently, the sink node or gateway, which receives and processes the collected data, may not be able to effectively receive the data from the IoT application due to the disrupted data transmission caused by the faulty CHs. This will have a significant impact on the processing of information in this field. To avoid this problem, a more reliable routing protocol is needed that can detect and recover from faults quickly. Such a protocol should be able to detect the failure of CHs and reassign the sensed data of sensor nodes to other CHs so that the sink node (gateway) can still collect the sensed data of the IoT application in a timely manner. Sivakumar and Vivekanandan [53] present a paired cluster of fault-tolerant disjoint path routing in a path graph and a novel method for solving this dilemma in polynomial time. By providing disjoint paths, the proposed routing model increases the reliability of the system since even if one path fails, the data packets can be rerouted over the other path.

Additionally, the polynomial time solution ensures fast and efficient routing in terms of latency and throughput. The benchmark network simulators measure the latency, throughput, packet delivery ratio, and packet drop ratio in order to accurately evaluate the proposed routing model's performance. In addition to the reliability and efficiency of the system, the simulators also measure the scalability of the model in order to ensure that it can handle large numbers of nodes in a network. However, there are some potential drawbacks to this approach. For example, if the network topology changes, the routing table will need to be recalculated, which could cause delays in communication. Additionally, this approach may not be well suited for highly dynamic networks.

IoT routing problems can be most effectively addressed by swarm intelligence algorithms. Swarm intelligence algorithms are highly adaptive and flexible, allowing them to adjust to changes in the environment and traffic conditions. They also have the ability to make decisions based on real-time data and to quickly update routing paths in response to changes in the network. This makes them an ideal tool for addressing the
ever-changing challenges of IoT routing. IoT devices should be fault free in order to improve their efficiency and reliability. To ensure that the devices are error free, many approaches and mathematical models are used. Sharma, et al. [54] proposed the Improved Efficient and Intelligent Fault-Tolerance Algorithm (IEIFTA). IEIFTA can fix any fault at a fast rate, improve efficiency, and prevent data loss if any fault occurs. IEIFTA is a highly reliable and efficient algorithm that can identify the source of any fault and fix it before it can affect the entire system. It also uses a predictive model to anticipate potential faults and take preventive measures to ensure that the system remains error free.

Additionally, it can identify any potential threats and take preventive measures to ensure that the system does not suffer from any data loss. However, there are some potential disadvantages to using IEIFTA. First, it is possible that the algorithm may identify a false positive, which would result in the unnecessary shutdown of a system. Additionally, IEIFTA requires a significant amount of data to be effective, which may not be available in all cases. Finally, the algorithm may be computationally intensive, which could impact its performance in real-time applications.

The proposed routing protocol Bounceur, et al. [55] addresses the need for a leader node in ad hoc networks, particularly in WSNs and IoT networks. The leader node serves various purposes, such as key generation for encryption or decryption and identifying nodes with minimum energy. In their protocol, the process of identifying boundary nodes begins by placing a leader node on the far left of the network. These nodes typically monitor sensitive, dangerous, or inaccessible areas. Since it can be challenging or impossible to intervene if a node fails, the algorithm must be robust and fault-tolerant. In case the leader node fails, it can have catastrophic consequences. To overcome these challenges, the authors propose a new algorithm called DoTRO, which is based on a tree routing protocol. The algorithm involves initiating a flooding process by the local leaders to determine a spanning tree. During this process, the values of the local leaders are routed. If two spanning trees meet, the tree with the best value continues while the other tree stops. The dominant tree that remains becomes the leading tree, and it's root becomes the new leader. The DoTRO algorithm has demonstrated high energy efficiency, achieving reduction rates exceeding 85%. It operates effectively even in scenarios where any node can fail or when the network becomes disconnected. The algorithm is designed to be efficient and fault-tolerant in such situations.

Increasingly sophisticated applications, such as fire sprinkler systems, employ multiple sources and sinks, referred to as many-many IoT networks. The development of a fault-tolerant routing protocol is necessary for these critical applications to ensure that messages can be routed around failed nodes without causing significant overhead. Focusing on many-many IoT networks, Grosso and Jhumka [56] propose an efficient distributed fault-tolerance IoT routing scheme based on the Ant Colony Optimization (ACO) algorithm, capable of routing data from multiple sources to multiple sinks. Based on the simulation results, the protocol achieves a delivery rate of more than 80% with a failure rate of only 5%. In comparison with a number of approaches that require periodic maintenance of the topology, this approach is more scalable.

Hasan and Al-Turjman [57] introduce a biologically inspired particle swarm optimization (PMSO) routing approach for constructing, recovering, and selecting k-disjoint paths that can tolerate failure while maintaining the quality-of-service requirements. Using a multi-swarm strategy, the optimal direction for selecting the multipath routing can be determined while all segments of the network exchange message at the same time. Compared with canonical particle swarm optimization (CPSO), the proposed algorithm has demonstrated high-quality solutions. The results indicate that multi-swarm and full PMSO with constriction coefficients are superior to CPSO in terms of sensor count and 89.15% and 86.51% under the ring and mesh topologies, respectively.

Misra, et al. [58] suggest an integrated multi-layer and learning automata-based fault-tolerant routing approach for IoT networks, ensuring packet delivery despite failures affecting both source and destination nodes. As this work involves IoT, the algorithm designed should be highly scalable and should deliver high levels of performance in heterogeneous environments. The learning automata and multi-layer strategies incorporated into the proposed method provide a flexible structure to the algorithm so that a consensus can be achieved across the network using the same standard. As a result, it chooses the optimal action based on the changing environment. In order to conserve energy, all nodes located on unused paths are put to sleep. Simulated results show that the proposed strategy improves the overall energy efficiency of the network and reduces overhead compared to the existing protocols we have used as benchmarks.

In order to address the constraints of IoT systems, numerous cloud-based solutions with effective routing and scalable data storage have been presented. These solutions allow for the efficient handling of large amounts of data and reliable communication between connected devices. They also provide a secure and reliable platform for various applications and services, such as analytics and machine learning. However, as mobile networks and communication links are unpredictable, most of the solutions may not be suitable for realistic applications and will result in path failure and an increase in resource consumption. Thus, data forwarding can only be reliable and valuable when the algorithms proposed are trusted and aware, have low overheads, and consume a balanced amount of energy across the nodes. Haseeb, et al. [59] suggested a fault-tolerant supervised routing scheme in the context of IoT trust management in order to enhance trustworthiness and collaboration within smart cities. A reliable and optimized network structure is established by each node evaluating its neighbors' behavior.

Furthermore, a fault-tolerant relaying system is provided by employing supervised machine learning without imposing additional overhead. In addition, it eliminates the additional workload associated with determining the optimal decision and training the IoT system to balance network costs. Finally, a secure algorithm with secured keys is proposed to ensure the privacy and authentication of the relaying system. Compared with previous work, the proposed model has shown significant
improvements in performance. However, the proposed model has not been proven to be secure against all possible attacks. Furthermore, the algorithm has not been tested on a large scale.

Chanak, et al. [60] present a fault-tolerant routing protocol for IoT-driven WSNs, which significantly enhances the QoS of these networks. They develop a new multi-population z-test-based fault detection method to identify faulty devices in the network. This method is based on the analysis of the data collected from the network and uses a combination of the z-test and the chi-square test to detect faulty nodes. The protocol also utilizes a novel routing algorithm to reroute the data around faulty nodes in order to ensure that the data is delivered to its destination in a timely manner with minimal disruption. The proposed routing protocol has been designed to provide fault tolerance and flexibility, allowing the reuse of faulty nodes in the network. The experiments conducted to test the protocol demonstrate its efficiency and effectiveness in various areas, including fault detection accuracy, energy consumption, and network lifetime. The results of these experiments are then compared with the state-of-the-art algorithms to show the effectiveness of the proposed scheme. However, there are some potential drawbacks to this scheme that should be considered. First, the reliance on faulty nodes could lead to increased network instability. Second, the additional overhead required to maintain the fault tolerance could lead to higher energy consumption and shorter network lifetimes.

In Industrial 4.0, safety is one of the main concerns, where various physical parameters are monitored to prevent uncertain events. A natural disaster, such as a fire or the leakage of harmful gases, can cause tremendous damage to both life and property in the industrial sector. Industrial IoT (IIoT) is employed to monitor such natural calamities and take appropriate action in a timely fashion. The IIoT, however, is susceptible to sensor failures as a result of energy depletion and hardware malfunctions. This results in a significant reduction in the network's reliability. Kaur and Chanak [61] propose a fault-tolerant framework in which faults in the WSN-assisted IIoT in the form of node failures and link failures are identified and handled efficiently. The proposed framework uses a distributed consensus-based approach to identify and detect faults in the WSN-assisted IIoT. It also uses a fault-tolerant routing protocol to route traffic around the faulty nodes, thus ensuring that the IIoT remains reliable even in the case of a node or link failure. The proposed scheme has been extensively simulated and has been found to outperform other schemes as measured by recovery speed, communication delay, network lifetime, throughput, and energy consumption. Although the proposed scheme has been found to have many benefits, there are also some drawbacks to consider. For example, the scheme requires more energy to operate than other schemes, which may not be feasible for some IIoT applications. Additionally, the scheme may not be able to handle all types of node and link failures, which could lead to network outages.

The implementation of various technologies for industrial information delivery and process control has been hindered by the challenges of increased complexity and associated faults. These factors have posed obstacles to achieving reliable and timely network activation. This is because industrial systems are usually comprised of multiple components that can be affected by different environmental conditions, as well as by the transmission of inaccurate or incomplete data. As a result, the transmission of reliable data to activate the timely network is challenging. In order to transfer this data from one node to another, there must be no faults or delays between the nodes. As a solution to this problem, Vishal Sharad, et al. [62] developed a new algorithm to communicate messages between different services without any delays. Their algorithm, based on the MoO4RPL objective, simulates IoT with mobile sink nodes in the network. The strategy consists of several phases, including topology generation, route discovery, communication, and route maintenance. In the multi-objective route discovery phase, the algorithm constructs the network topology and calculates a rank based on factors, such as energy, trust, delay, fault tolerance, and link quality. The proposed method with fitness function factors is used to select the optimal route during the communication phase. The fitness function factors are used to evaluate each route based on metrics, such as distance, energy, link quality, and trust. The route with the best metrics is determined to be the optimal route and is then maintained during the route maintenance phase. However, the proposed method may not be feasible in real-world scenarios due to the computational overhead required to calculate the fitness function factors for each route. In addition, the proposed method does not consider dynamic changes in the network, which can lead to suboptimal routing decisions.

Pankajavalli and Karthick [63] introduced a novel approach known as the Free Poisson Law method. This technique addresses the challenge of paired fault-tolerant cluster routing in a data flow graph by establishing disjoint routes. The technique utilizes the idea of assigning probabilistically independent Poisson-distributed weights to the edges of the graph. This allows for a simple and efficient algorithm that can find a pair of disjoint routes between two nodes using a single pass through the graph. The Free Poisson Law technique takes advantage of the fact that Poisson-distributed weights can be used to represent the probability of a given edge being selected. This allows the algorithm to select a pair of disjoint routes that are both likely to be successful. In addition, the algorithm only needs to take one pass through the graph, making it highly efficient. The primary objective of the algorithm is to minimize latency, energy consumption, dissipated energy, and functional complexity, thereby enhancing the packet delivery ratio, throughput, and fault detection rate. However, the proposed algorithm does not guarantee that the selected pair of routes will be successful. In addition, the algorithm may not be able to consider all the factors that can affect packet delivery, such as network congestion.
IV. DISCUSSION

The reviewed protocols encompass diverse approaches, each offering unique advantages and addressing specific challenges. Throughout our analysis, we observed that fault tolerance plays a pivotal role in ensuring the reliability and resilience of IoT networks, particularly in the face of various failures, topology changes, and node malfunctions. One promising approach we encountered is the use of Deep Reinforcement Learning (DRL)-based methods for fault tolerance in IoT-enabled Wireless Sensor Networks (WSNs) [36]. These approaches leverage a double-layer DRL agent to identify and isolate faulty nodes and select optimal fault-tolerant routing paths. The results indicate high accuracy in fault detection with minimal overhead, enabling robust and reliable operation of IoT-based WSNs. However, some of these algorithms may require more computational resources and might not perform optimally in highly complex networks.

Cluster-based routing emerged as an effective method for conserving energy and improved transmission quality by forming clusters and aggregating data before forwarding it to the base station. To handle potential CH failures, virtual CH formation and flow graph models are proposed to effectively utilize resources from failure-free CHs, ensuring continuity in data routing. However, the proper distribution of CHs and excessive CH failures could still pose challenges to the overall system's stability and efficiency. Multi-cluster and hierarchical routing structures provide a rapid fault detection and dynamic rerouting mechanism, reducing energy consumption and increasing network reliability. While such protocols demonstrate superiority in terms of network performance, they may require more processing power and might be less effective in very large networks.

Swarm intelligence algorithms, known for their adaptability to changing environments, have shown the potential to address IoT routing problems effectively. Such algorithms can anticipate faults, fix them promptly, and make decisions based on real-time data, making them suitable for the dynamic challenges in IoT routing. However, their effectiveness in large-scale or real-world scenarios remains to be validated.

Cloud-based fault-tolerant routing solutions have been proposed to address the constraints of IoT systems. These solutions aim to handle large data volumes and offer reliable communication between devices. Supervised routing schemes based on trust management enhances trustworthiness and collaboration in smart cities. However, ensuring security against all possible attacks and real-world testing in large-scale environments are still areas of concern. In the Industrial IoT (IIoT) context, a distributed consensus-based approach coupled with fault-tolerant routing protocols has been introduced to handle sensor failures and link disruptions. While the proposed framework demonstrates improved efficiency and effectiveness, it may require additional energy, and its ability to handle all types of node and link failures requires further scrutiny.

Finally, the Free Poisson Law method presents a novel technique for establishing disjoint routes in paired fault-tolerant cluster routing in data flow graphs. This technique provides an efficient algorithm for finding probabilistically independent Poisson-distributed weights on graph edges, minimizing latency and enhancing packet delivery ratio. However, ensuring successful routing and considering all factors affecting packet delivery requires further investigation. In conclusion, our review of fault-tolerant routing mechanisms in IoT-based networks has revealed a rich landscape of innovative approaches that tackle the challenge of ensuring reliable and resilient communication. Each approach offers unique strengths and limitations, making it crucial to select the most appropriate method based on the specific application.
requirements and network characteristics. We recommend further research to explore hybrid approaches, combining the strengths of different techniques and conducting extensive real-world testing to validate the performance and scalability of these methods. Additionally, addressing security concerns and investigating the potential trade-offs between energy efficiency and fault tolerance is vital for optimizing network performance in IoT environments. By building upon these findings and pursuing further research in fault tolerance, we envision the development of more robust and efficient IoT networks, unlocking their full potential in diverse applications and domains.

V. CONCLUSION

The IoT is revolutionizing various facets of our lives and leading us towards enhanced societies in the future. WSNs play a crucial role in the IoT landscape. Energy conservation, resilience, and reliability are three essential requirements for WSNs. The ability of WSNs to tolerate faults ensures their reliability and resilience in the event of failure. The most frequent causes of network failure are typically attributed to changes in network topology, node failure caused by battery depletion, and the malfunctioning of wireless communication modules within nodes. These factors have been identified as the primary culprits responsible for disrupting the seamless operation of networks. It is essential to address these challenges to ensure the reliability and stability of network connectivity in various environments. This paper reviewed state-of-the-art fault-tolerant IoT routing protocols concerning critical factors such as packet delivery ratio, network lifetime, energy consumption, delay, scalability, availability, and reliability. Based on the analysis of the effective techniques, recommendations are made for further research. One promising direction lies in exploring machine learning-based approaches, leveraging real-time data to dynamically adapt network routing decisions. Additionally, investigating the integration of blockchain technology could enhance the security and reliability of fault-tolerant routing in IoT systems. Efforts towards developing lightweight fault-tolerant routing algorithms, mindful of the resource constraints and energy limitations of IoT devices, will greatly benefit the scalability and practicality of fault-tolerant IoT networks. Moreover, tailored fault-tolerant solutions catering to specific IoT applications, such as smart cities, industrial automation, or healthcare systems, can better address unique challenges and requirements in those domains.
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