Incorporating Learned Depth Perception Into Monocular Visual Odometry to Improve Scale Recovery
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Abstract—A growing interest in autonomous driving has led to a comprehensive study of visual odometry (VO). It has been well studied how VO can estimate the pose of moving objects by examining the images taken from onboard cameras. In the last decade, it has been proposed that deep learning under supervision can be employed to estimate depth maps and visual odometry (VO). In this paper, we propose a DPT (Dense Prediction Transformer)-based monocular visual odometry method for scale estimation. Scale-drift problems are common in traditional monocular systems and in recent deep learning studies. In order to recover the scale, it is imperative that depth estimation be accurate. A framework for dense prediction challenges that bases its computation on vision transformers instead of convolutional networks is characterized as an accurate model that is utilized to estimate depth maps. Scale recovery and depth refinement are accomplished iteratively. This allows our approach to simultaneously increase the depth estimate while eradicating scale drift. The depth map estimated using the DPT model is accurate enough for the purpose of achieving the best efficiency possible on a VO benchmark, eliminating the scaling drift issue.
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I. INTRODUCTION

The greatest anticipated technological advancement in the near future is autonomous ground vehicles (AGV), which operate entirely automatically. A vehicle operating autonomously requires precise and reliable information regarding its position for a successful navigation [1], [2], [3], [4]. There are currently many popular methods of providing comparatively reliable positioning information, such as the Global Navigation Satellite System (GNSS), Visual Odometry, and the Inertial Navigation System (INS) [5], [6], [7], [8], [9], [10], [11].

A growing interest in autonomous vehicles has led to well-developed novel approaches based on VO. Different approaches have been well studied since they estimate the position and orientation of moving objects based on the analysis of image sequences [12], [13], [14], [15]. A precise VO system is one of the most crucial techniques in the area of mobile robots. [16], [17], [18], [19]. The way conventional monocular VO systems operate is by assuming that the scale is one or by using ground truth for an approximation of the scale. Due to significant drift, monocular VO systems cannot operate on image sequences without ground truth or estimate the pose with significant drift [20], [21], [22], [23].

Despite the fact that several traditional monocular VO systems have been developed, they have still performed poorly or are unable to work in some conditions, like monotonous scenes that lack visible texture information or large-scale camera movements. When it comes to learning-based VO systems, they are developed by training neural networks in supervised or unsupervised manners through end-to-end pose estimation [24], [25], [26], [27]. Moreover, the efficiency of networks completely determines how accurate pose estimation is. Even with numerous training datasets and a network structure optimized, it is unavoidable for a network to encounter issues such as insufficient accuracy when estimating rotational pose.

Over the years, a lot of work has gone into developing a reliable and precise VO system. In terms of traditional VO algorithms, two main types exist: feature-based [13], [28] and direct methods [29], [30]. Calibration of the camera, identifying and matching features, rejecting outliers (using RANSAC), estimating motion, and estimating scale are typical components of feature-based techniques (e.g., Bundle Adjustment). However, finding the right features to reconstruct certain motions is still difficult. The motion of the pixel is tracked, and pose predictions are obtained by minimizing photometric error, so it is highly sensitive to light variations. Additionally, the classic monocular VO’s absolute scale estimation requires the use of additional data or knowledge (such as the camera’s height). In monocular systems, obtaining scale information is complicated and typically depends on an earlier, predefined absolute reference. A reference scale can be provided by integrating with some other sensors, like an inertial measurement unit. Scale drift [31] is often addressed by local optimization techniques like bundle adjustment and loop closure detection. In addition, researchers employ the depth estimation [32] from images to approximate the scale and adjust the calculated translation in addition to other approaches, like a ground plane estimation using the camera height, which is assumed to remain stable during motion.

The vast amount of training data (ground truth) required by supervised deep learning methods is usually collected with RGB-D cameras indoors and 3D laser scanners. Nevertheless, since ground truth is required, the supervised technique has a number of drawbacks. At first, the sensors’ own inaccuracy and noise may have an impact on the network. Second, these sensors cannot record high-resolution information as well as images since their measurements are often sparser. Lastly, those sensors may not be able to obtain ground truth in some
locations. Because of this, researchers have begun to pay greater attention to unsupervised approaches that only need training data. In this context, the goal of our contribution is to propose a reliable localization that just requires images from a monocular camera in order to obtain an estimation of motion. The suggested strategy deals with the problem of scale estimation by using a dense prediction transformer model to estimate the depth map of the environment. As shown in this work, according to KITTI odometry benchmarks, the system’s scale estimation performs in a manner comparable to that of the state-of-the-art.

The remainder of this paper is organized as follows: Section II represents a brief summary of related work. The DPT model utilized in our paper is summarized in Section III. In Section IV, we provide details on our end-to-end approach. Section V shows experimental results on the KITTI. In Section VI, the paper’s contributions are summarized, as well as it concludes with some recommendations for future work.

II. RELATED WORK

Numerous studies have investigated how depth can be estimated from images employing stereo and monocular images, or multi-view images. By using conventional and traditional techniques in a single-view image, it is difficult to recognize the structure of the scene. Luckily, since the innovative research of [33], deep learning has progressed greatly in the computer vision field. Most CNN-based depth-map prediction approaches are supervised. To learn parameters, these techniques require more than one labeled dataset. We will look at how to solve the scale estimation problem in the following parts: In this section, we provide a brief summary of the most closely related work that is needed to assess the scene depth estimation and camera motion prediction.

A. Recovering Camera Poses and Depth using Conventional Techniques

Researchers in computer vision have long been interested in recovering depth-maps and camera poses. A learning depth approach based on 2D to 3D image conversion using examples is proposed by Konrad et al. [34]. They create an efficient and simplified version of the current 2D to 3D frame conversion algorithms. A feasible depth generation method from sequences of images was described in [35] employing auxiliary data from non-parametric depth sampling. The performance of this method was superior to all current standard depth methods. Camera posture research another important topic of study in the discipline of computer vision, has a great capacity for generalization.

B. A Supervised Learning Approaches using Monocular Images

Since we can’t obtain the structural properties from a single view image, determining a depth-map using a monocular camera is a difficult issue. Depth estimation has recently been viewed by some academics as a supervised learning approach. A network with two factors was proposed by Eigen et al. [40], the first of which assesses the scene’s overall structure and the second of which refines it using local information. As one of the few papers using deep CNN to estimate scene depth using monocular images. Three separate computer vision issues were handled simultaneously via a framework that Eigen et al. [41] created (prediction of surface normals, depth estimates, and semantic identification) based on prior research. A completely convolutional architecture was suggested by Laina et al. [42] to describe the uncertain mapping between depth maps and monocular pictures. Li et al. [43] introduced a multi-streamed CNN architecture for depth estimation that is quick to train. Yan et al. [44] used a reference as the surface normal to aid in the monocular depth estimation problem. Up to this point, some studies on monocular depth prediction have combined CNNs and Random Forests. In certain studies on monocular depth prediction, CNNs and random forests were merged. Regression based on deep CNN characteristics was used by Li et al. [45] to overcome this issue, together with conditional random fields for post-processing refinement. Using only one image as a source of depth prediction, Roy et al. [46] introduced a deep regression forest approach that blends CNNs with random forests. As a result of depth data being continuous, Liu’s formulation of depth prediction as the “random field learning with continuous conditions” problem [47] was developed. Although the aforementioned techniques have shown precise monocular-depth prediction, the ground truth is used as a basis for training, which limits the model’s capacity for generalization.

C. An Unsupervised Learning Approaches using Monocular Images

Several unsupervised learning techniques that address the monocular depth estimation issue have recently been introduced to get over the ground-truth issue. Garg et al. [48] built a CNN to approximate the complex non-linear transformation that turns stereo images into depth maps using input camera motions. The proposed method of [49], [50] constructed a model based on Garg’s work to incorporate a spatial smoothness loss into the unsupervised optical flow total loss function. Their efforts and outcomes are comparable. When training, Godard et al. [51] approached the difficulty of predicting depth as an issue with image reconstruction using epipolar geometry constraints. To determine the relationship between the rectified stereo images, a loss function is developed. In a semi-supervised manner, Kuznietsov et al. [52] employed...
projected inverse and sparse ground truth depth data. Their models depend on a 3D laser sensor and camera that are precisely calibrated externally. A learning approach called CCRFN (Convolutional Conditional Random Field Network) was proposed by Yan Hua and Hu Tian [53] for estimating depth and identifying features by using the learning approach. It offers two benefits: first, it doesn’t require manually created features, and second, it uses the relationship between individual features to estimate depth. Based on the research of Zhou [54], Yin et al. [55] introduced the GeoNet architecture for unsupervised learning, which jointly predicts optical flow, monocular depth, and dynamic object detection. Luo et al. [56] from SenseTime Research suggested stereo matching as the first sub-issue to address after the monocular depth estimation method. The above unsupervised learning approaches were trained on mono-image sequences or using stereo images with precise calibration. Temporal information cannot be fully utilized by stereo pictures. Due to depth ambiguity, which can occur in monocular images, different depths may correlate to objects that appear to be similar in the image. Although these unsupervised models succeeded in their objective of estimating scene depth without the need for ground truth, they have received little attention for their joint use of stereo and monocular sequences for depth prediction.

III. DPT Model

Due to the quick advancement of computer technology and digital imaging sensors. The camera sensor is progressively becoming more advantageous, and as a result, navigation using visual assistance and its related combined system have emerged as a significant component of the integrated navigation system. Since Transformer was so successful in natural language processing (NLP) [57], the computer vision community has given it a lot of attention. It has recently demonstrated exceptional performance on a variety of computer vision tasks, including semantic segmentation, object identification, imaging classification, and depth estimation. The standard architecture for dense prediction is fully-convolutional networks [58], [59]. Although many variations of this fundamental pattern have been presented throughout time, all current architectures use convolution and subsampling as their core components to learn multi-scale models that can make use of a sufficiently wide context. When trained on enormous datasets and deployed as high-capacity architectures, transformer models have proven particularly effective. Attention processes have been adapted to image analysis in a number of publications. In particular, it has recently been shown that a direct application of effective token-based transformer designs in NLP may produce competitive performance on image categorization [60]. This work’s most important finding was that, similar to transformer models in NLP, visual transformers require a substantial quantity of training data to reach their full potential.

In contrast to the state-of-the-art CNN-based method, Ranftl et al. [61] reported improved relative performance using the dense prediction transformer (DPT) model for monocular depth estimation. This is why we decided to estimate the depth map using the DPT network since precise depth estimation improves scale estimation [20]. A ViT serves as the basis of the DPT model. The frame is divided into regions, which are subsequently incorporated as flattening depictions of ResNet-50 network-derived features [61]. The CNN feature extractor’s embedding step turns the model into a hybrid one (DPT-Hybrid Architecture [61]). Following the original terminology of the transformer architecture, we shall refer to the embedded patches as tokens and the image patches as “words” in NLP tasks. The tokens are transformed using layers composed of multi head self-attention blocks. A reassemble operation is used to reassemble the output of the transformer layers, and then fusion blocks are used to gradually fuse the characteristics. In the embedding stage, the DPT-Hybrid architecture makes use of features that were taken from layers of the ResNet 50, and Fig. 1 depicts the entire dense prediction transformer model.

IV. PIPELINE OF MONOCULAR VISUAL ODOMETRY

The pipeline of monocular visual odometry is based basically on the DPT model to calculate depth estimation. Feature detection using a fast feature detection approach, matching features with optical flow, depth estimation by DPT, scale, and motion estimation blocks are the primary block components of the pipeline shown schematically in Fig. 2, which is also illustrated in Algorithm 1.
Algorithm 1 Proposed Visual Odometry algorithm

Require: Model : `dpt_hybrid_kitti-ch9266f4.pt`  
Frames : `{F_1, ..., F_k}`

Ensure: Vehicle poses : `{T_1, T_2, ..., T_k}`

1: Initialization: `n=2, N=number_Of_Frame`  
2: Prev_Feature = `FastFeatureDetection(F1)`  
3: Last_Frame = `F_1`  
4: while `n < N` do  
5:    Prev_Feature, Cur_Feature = `featureTracking(Last_Frame, F_n)`  
6:    Compute E using Prev_Feature and Cur_Feature  
7:    Compute `[R, t]` using Essential matrix E  
8:    Get Depth frame prediction `D_n`  
9:    Get `D_n^r` from Triangulation between Prev_Feature and Cur_Feature  
10: if `|α - absoluteScale| < ξ` then  
11:    `T_n = [R, α^t]`  
12: else  
13:    3D-2D correspondences using `D_n`, Prev_Feature and Cur_Feature  
14:    Compute `[R, t]` from PnP  
15: end if  
16: n++  
17: Last_Frame = `F_n`  
18: Prev_Feature = Cur_Feature  
19: end while

A. 2D-2D Correspondences

Monocular VO uses a single camera to combine images in an effort to progressively estimate an agent’s motion. Epipolar geometry is one of the fundamental approaches that can be used to compute the pose from frame sequences using monocular or stereo cameras. Epipolar geometry is based on many steps, from 2D-2D correspondence to solving the essential matrix and the fundamental matrix (`E, F`). From the intense optical flow, the 2D-2D correspondences are recovered. Given a pair of frames, `(F_k; F_{k+1})`, optical flow can be used to characterize the feature variation of time and provide correspondences for all the features that were derived from `F_i` and their correspondences to `F_j`. For the purpose of solving the fundamental matrix `F` and the essential matrix `E`, epipolar constraint is used based on the intrinsic calibration matrix `K` also indicates that the projection characteristics of the camera, where `F_k = K^{-1}E_kK^{-1}` and the motion of the vehicle can be estimated using the following equation:

\[
T = \begin{bmatrix}
R_k & t_k \\
0 & 1
\end{bmatrix}
\]

with `R_k ∈ SO(3)` and `t_k ∈ \mathbb{R}^{3×1}` are the rotation matrix and translation vector, respectively, that illustrate how the camera rotated and translated from instant `k−1` to `k`.

The following are the manners in which the camera motion is associated with the essential matrix:

\[
E = [t] × R
\]

1) Fast feature detection: In the feature detection stage, interesting features in each frame, such as corners, are found. These locations are known as keypoints or features, and the next frames should be able to clearly identify them so that feature matching may be used.

Rosten and Drummond [62] developed the FAST feature detector (Features from Accelerated Segment Test). Fast criteria for interest point identification have grown in popularity as cutting-edge techniques with strict real-time limitations. In Fig. 3, a feature is shown at pixel `p` if the intensities of at least nine surrounding pixels in a 16 pixel circle are all either lower than or higher than `I(p)` by a threshold score. Training a decision tree further accelerated the algorithm, which examines candidate pixels into corners and is not based on as few pixels as possible. The procedure was accelerated even more by instructing a decision tree to look at as few pixels as possible to identify whether a candidate pixel is a corner or not.
a non-maximal approach because no corner response function has been constructed. Therefore, a scoring function must be calculated for each detected corner in order to delete any corners that have an adjacent corner with a higher $C.C$ provided by:

$$C = \max \left( \sum_{i \in S_{\text{bright}}} |I_{p\to i} - I_p| - t, \sum_{i \in S_{\text{dark}}} |I_p - I_{p\to i}| - t \right)$$  \hspace{1cm} (3)$$

An analysis of similarity is performed at the end of the feature extraction process to compare each keypoint in a frame to all other keypoints in the following frame. In order to match detected features, the Lucas-Kanade method is used to calculate optical flow between frames iteratively.

2) Optical flow: Compared to other computer vision issues, ego-motion estimation has a fundamentally different basis, which places a greater focus on geometric motion inside individual video frames. The camera’s output frame varies over time and can be seen as a function of time, and the assumption of photometric constancy is the basis for the optical flow computation. Alternatively, every frame has the same spatial location and a predetermined pixel intensity value. The following characteristics apply in the case of a pixel shifting to $(x+\Delta x, y+\Delta y)$ at a time of $t+\Delta t$:

$$M(x+\Delta x, y+\Delta y, t+\Delta t) = M(x, y, t)$$  \hspace{1cm} (4)$$

On the left side of Eq. (4), we may carry out the first-order Taylor expansion:

$$M(x+\Delta x, y+\Delta y, t+\Delta t) \approx M(x, y, t) + D_x \Delta x + D_y \Delta y + D_t \Delta t$$  \hspace{1cm} (5)$$

where: $\frac{\partial M}{\partial x}$, $\frac{\partial M}{\partial y}$, and $\frac{\partial M}{\partial t}$ are the frame’s gradients $Dx$, $Dy$, and $Dz$ in the $x$, $y$, and $t$ axes, respectively. $u=\frac{dx}{dt}$ and $v=\frac{dy}{dt}$ are the pixels’ rates of movement on the $x$ and $y$ axes, respectively. The future grayscale equals the prior one based on photometric consistency, so:

$$uDx + vDy = -D_t$$  \hspace{1cm} (6)$$

Eq. (6) can be expressed as a matrix:

$$\begin{bmatrix} D_x & D_y \end{bmatrix} \begin{bmatrix} u \\ v \end{bmatrix} = -D_t$$  \hspace{1cm} (7)$$

The conventional approach is to use the Lucas-Kanade (LK) method to introduce the least squares solution to establish the $u,v$ pixel motion. By doing this, we can determine how quickly pixels change between frames. Fig. 4 shows an example of feature tracking using optical flow.

B. 3D-2D Correspondences

It is possible to construct 2D-2D and 3D-2D correspondences given a depth prediction from the DPT model and the features extracted using fast feature detection. Either PnP (3D-2D) or the essential matrix can be used to solve the relative camera pose.

1) Depth estimation: The problem of dense regression is frequently used to model a monocular depth estimate. Massive datasets can be formed from sources of data that already exist if certain considerations are made in how many depth representations are combined into a single representation and common ambiguities (like scale ambiguity) are addressed properly in the training loss. Since it is well known that transformers only perform to their greatest potential when a wealth of training data is provided, Our research primarily relied on monocular depth estimation using the DPT model.

Fig. 5 shows an example of using the DPT model to create a depth view based on the Kitti dataset. A convolutional decoder is used by DPT to gradually merge tokens from various stages of the vision transformer into full-resolution predictions. The translation vector can be corrected and the relative scale in MVO estimated in a variety of ways. The scale can be estimated using the depth information and also using the earlier knowledge of camera height. The scale recovery approach used by Zhan et al. [63], is based on CNN depth estimation for lining...
up depth based on a triangulated approach with the estimated depth map from deep learning. The realistic 3D structures are presumed to be known in this scenario since the depth sensor is supposed to be the deep learning model. Once the triangulation procedure has removed any earlier outliers, let $M$ represent the number of keypoints that are still matching. A vector representing depth ratios is utilized to establish the scale, as is a RANSAC regressor.

$$D = \begin{bmatrix} \hat{D}_0 \hat{D}_1 \ldots \hat{D}_M \end{bmatrix}^T$$ \hspace{1cm} (8)

2) PnP (Perspective from n-point)-based motion estimation:

To address this pose estimation problem using 3D-to-2D correspondences, either a nonlinear strategy (perspective from $n$ points, PnP approach) or a linear technique (DLT-based estimation) can be used. The keypoints’ depth is considered to be known given the estimated depth map produced by the deep learning model. Therefore, using a 2D projection of the corresponding 3D point, the PnP predicts the camera motion $T_k$ as follows:

$$\arg \min_{T_k} \sum_i \| K (R \hat{P}_k^i + t) - x_k^i \|_2$$ \hspace{1cm} (9)

V. RESULTS AND DISCUSSION

As a primary method for evaluating our trajectories, we employ the KITTI relative error metric. According to the error metrics, we compute the average RMSE error for the rotational $r_{\text{error}}$ and translational $t_{\text{error}}$ errors using different sequences of KITTI Dataset. The relative pose error, which is particularly helpful for the evaluation of visual odometry approaches since it correlates to the drift of the trajectory, assesses the local accuracy of the trajectory over a set time period $\Delta$. At time step $i$ let’s define the relative pose error matrix as follows:

$$E_i := (\hat{P}_i^{-1} \hat{P}_j)^{-1} (P_i^{-1}P_j)$$ \hspace{1cm} (10)

The relative pose error matrix $m$ is obtained from a sequence of $N$ camera poses where $M = N - \Delta$ where the estimated and the real camera poses are $\hat{P} \in SE(3)$ and $P \in SE(3)$, respectively. Typically, the translation and rotation parts of the RPE are separated.

$$\text{trans}^i_{\text{error}} = \left( \frac{1}{M} \sum_{1}^{M} \| \text{trans} (E_i) \|^2 \right)^{\frac{1}{2}}$$ \hspace{1cm} (11)

As for the rotation component, we use the mean error approach:

$$\text{rot}^i_{\text{error}} = \frac{1}{M} \sum_{1}^{M} \hat{ \angle } (\text{rot} (E_i^\Delta))$$ \hspace{1cm} (12)

Averaging both the translation and rotation components of SLAM systems is a sensible approach for evaluating these systems.
We performed a qualitative experiment comparing this approach to visual odometry with numerous cutting-edge VO techniques to evaluate its applicability for estimating scale, including traditional monocular, stereo approaches, and learning approaches for monocular, ORB-SLAM2[64], DF-VO[63], VISO2[65], SfM-Learner[54], and Depth-VO-Feat[66]. Conventional monocular VO techniques necessitate posture with a prior knowledge of ground truth and are unable to recover the absolute scale. The global loop-closure detection of the ORB-SLAM2 has been deactivated in order to create an equivalent comparison. The keyframe trajectories of the ORB-SLAM2 are matched to ground truth via similarity transformation because it cannot retrieve the absolute scale.

On the KITTI odometry dataset’s sequences 01, 03, 09, and 10, respectively, Fig. 6 compares the trajectories obtained by our approach to the ground truth trajectories. How closely the trajectory produced by our technique and the ground truth in the numbers 01, 03, 09, and 10 correspond. The metrics were computed using the KITTI evaluation toolkit for the KITTI benchmark, we are confident that our proposed method is not only accurate enough but also shows a similar result to state-of-the-art approaches.

While data fusion-based visual approaches provide the highest accuracy of localization, they have some limitations, such as being computationally expensive. Real-time operation on resource-constrained systems is still possible if implemented efficiently. As a part of our future work, we will concentrate on developing a real-time integration of GNSS, IMU, and Lidar data using one of the extensions of the Kalman filter. In order to optimize the time consumption of low-cost embedded system implementation without losing accuracy.

\[ \angle S := \arccos \left( \frac{\text{tr}(S) - 1}{2} \right) \] (13)

This shows that to reduce scale drift problems, it is essential to have a depth map computed by a high accuracy and precise model in scenarios where depth-map estimation is used to compute the scale. We showed that a transformer-based method can produce results that are comparable to or even better than CNN-based techniques when used as a monocular visual odometry system component.

VI. CONCLUSION

In this paper, we present a method for estimating scale in visual odometry using a dense prediction transformer model. Due to our model’s high performance in estimating depth maps from a monocular camera, scale drifts were reduced in multiple visual odometry sequences of the KITTI dataset. As a result of our experimental results on the KITTI odometry benchmark, we are confident that our proposed method is not only accurate enough but also shows a similar result to state-of-the-art approaches.

We performed a qualitative experiment comparing this approach to visual odometry with numerous cutting-edge VO techniques to evaluate its applicability for estimating scale, including traditional monocular, stereo approaches, and learning approaches for monocular, ORB-SLAM2[64], DF-VO[63], VISO2[65], SfM-Learner[54], and Depth-VO-Feat[66]. Conventional monocular VO techniques necessitate posture with a prior knowledge of ground truth and are unable to recover the absolute scale. The global loop-closure detection of the ORB-SLAM2 has been deactivated in order to create an equivalent comparison. The keyframe trajectories of the ORB-SLAM2 are matched to ground truth via similarity transformation because it cannot retrieve the absolute scale.

On the KITTI odometry dataset’s sequences 01, 03, 09, and 10, respectively, Fig. 6 compares the trajectories obtained by our approach to the ground truth trajectories. How closely the trajectory produced by our technique and the ground truth in the numbers 01, 03, 09, and 10 correspond. The metrics were computed using the KITTI evaluation toolkit for the KITTI benchmark, we are confident that our proposed method is not only accurate enough but also shows a similar result to state-of-the-art approaches.

While data fusion-based visual approaches provide the highest accuracy of localization, they have some limitations, such as being computationally expensive. Real-time operation on resource-constrained systems is still possible if implemented efficiently. As a part of our future work, we will concentrate on developing a real-time integration of GNSS, IMU, and Lidar data using one of the extensions of the Kalman filter. In order to optimize the time consumption of low-cost embedded system implementation without losing accuracy.
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