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Abstract—Violence detection in Internet of Things (IoT)-based surveillance systems has become a critical research area due to their potential to provide early warnings and enhance public safety. There have been many types of research on vision-based systems for violence detection, including traditional and deep learning-based methods. Deep learning-based methods have shown great promise in ameliorating the efficiency and accuracy of violence detection. Despite the recent advances in violence detection using deep learning-based methods, significant limitations and research challenges still need to be addressed, including the development of standardized datasets and real-time processing. This study presents a deep learning method based on You Only Look Once (YOLO) algorithm for the violence detection task to overcome these issues. We generate a model for violence detection using violence and non-violence images in a prepared dataset divided into testing, validation, and training sets. Based on accepted performance indicators, the produced model is assessed. The experimental results and performance evaluation show that the method accurately identifies violence and non-violence classes in real-time.
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I. INTRODUCTION

The use of Internet of Things (IoT) based surveillance systems has elevated significantly in the past few years, particularly for detecting and preventing violent incidents in public spaces[1–3]. Violence detection in IoT-based surveillance systems has become a critical research area due to its potential to provide early warnings and enhance public safety[4,5]. These systems can process and analyze real-time data from sensors and cameras, enabling quick and efficient identification of violent incidents [6].

There have been significant advances in violence detection technologies in IoT-based surveillance systems in recent years [7,8]. There has been significant research on vision-based systems for violence detection, including traditional and deep learning-based methods [9,10]. Traditional methods, such as motion detection, background subtraction, and object tracking, have been widely used for violence detection in surveillance systems [6,11,12]. However, these methods have limitations in terms of accuracy and robustness, particularly in complex and cluttered environments.

Recent studies have shown that deep learning-based model, like recurrent neural networks (RNNs), convolutional neural networks (CNNs), and YOLO, is able to significantly improve the accuracy and efficiency of violence detection in vision-based systems [13–15]. These models can process and analyze image and video data, extract complex features, and identify violent events in real time.

Despite the recent advances in violence detection, using deep learning-based methods has shown great promise in ameliorating the efficiency and accuracy of violence detection [13,16]. Nevertheless, significant limitations and research challenges still need to be addressed, including the development of standardized datasets and real-time processing algorithms. According to these challenges, the lack of standardized datasets leads to generating inaccurate model for violence detection. Moreover, it is required to address an efficient model to perform in real-time requirement. This makes comparing the different models’ performances challenging and limits their generalizability. Addressing this challenge is essential to advance the field and ensure the accurate and efficient detection of violent events in surveillance systems.

To deal with the research challenge in this work, the YOLO algorithm is utilized for the violence detection task in order to overcome these issues. The most recent object identification technique, YOLO, is highly accurate and quick in detecting several items in a picture. We generate a model for violence detection using violence and non-violence images in a dataset that has been divided into testing, validation, and training sets. Based on accepted performance indicators, the produced model is assessed. The system can be taught to recognize violence patterns and accurately identify violence and non-violence classes in real time.

The rest of this paper is structured as follows: Section II presents literature review. Section III discuss about the methodology. Experimental results and performance evaluation presents in Section IV Finally, the paper concludes in Section V.

II. LITERATURE REVIEW

This section presents the literature review and related works on the violence detection research domain. Ullah et al. [3], in IoT-based industrial surveillance networks, this research presented an edge vision technique with AI assistance for violence detection. The technique uses cloud computing, edge devices, and deep learning-based algorithms to analyse video data and identify possible real-time risks. Some important features are custom datasets for training, cloud computing and
edge device integration, and real-time notifications for possible risks. The method successfully detects violent occurrences with low false-positive rates and high accuracy. The method's drawbacks include the sizeable computational resources needed for in-the-moment data processing and analysis, as well as the hefty infrastructure expenditures.

AlDahoul et al. [17] rendered a method for violence detection utilizing a Convolutional Neural Network-Long Short Term Memory (CNN-LSTM) based IoT node. The suggested method utilizes a custom dataset for training the CNN-LSTM model, which analyzes the video data captured by the IoT node to detect violent events. The system can process and analyze data in real-time, quickly detecting potential threats. The key features of the proposed method include the use of a CNN-LSTM model for violence detection, the integration of IoT devices for data capture, and the ability to perform real-time analysis of data. The study found that the proposed approach achieved high levels of accuracy in detecting violent events with low false-positive rates. One limitation of the proposed approach is the potential for high power consumption by the IoT node when processing and analyzing data. The authors also note that the performance of the system may vary based on environmental factors and the specific application scenario.

In [18], the research presented a weakly supervised method for detecting violence in surveillance footage. In order to identify probable violent occurrences without needing manual annotation of the training data, the technique employs a Convolutional Neural Network (CNN) model to categorize video frames as violent or non-violent. The approach’s main characteristics are using CNN models for classification and weakly supervised learning, eliminating the requirement for annotated training data. The study discovered that the proposed strategy outperformed earlier state-of-the-art approaches in achieving high accuracy in identifying violent incidents. The approach may still need some manual annotation, the authors point out, in order to operate at its best.

Abdali et al. [19] developed a CNN and Long Short-Term Memory (LSTM) model-based real-time violence detection method. To analyse video frames in real time and pinpoint violent situations, the proposed technique combines the advantages of CNN and LSTM. The approach's primary characteristics include real-time video processing, a bespoke training dataset, and highly accurate violent event detection with low false-positive rates. According to the study, the suggested solution beats current approaches in terms of processing speed and accuracy, making it appropriate for use in practical applications. The approach could involve a lot of computational power, and further study is needed to improve it for various settings and environments.

III. METHODOLOGY

This section discusses the details of the procedures in our methodology. This method consists of dataset description, dataset set preparation, Yolo algorithm, and training of the Yolo model. The corresponding details explain in the following sections.

A. Description of the Dataset

The dataset includes 3333 images of resolution 416 x 416 pixels with the annotated objects. The annotations include bounding boxes around people and objects of interest and labels indicating whether the object is associated with violent behavior. The dataset includes examples of different types of violence, including fights, weapons, and attacks. The dataset is intended for use with the YOLO (You Only Look Once) algorithm, a popular object detection algorithm known for its speed and accuracy.

B. Dataset Preparation

This study's provided dataset for violence detection has undergone several pre-processing and augmentation procedures. Pre-processing refers to the process of preparing the data for machine learning tasks. In this dataset, pre-processing included resizing all images to a resolution of 416 x 416 pixels, the input size required by the YOLO algorithm. Additionally, the dataset was converted to the YOLO format, which involves creating text files that contain the bounding box annotations and labels for each image.

Augmentation procedures are utilized to enhance the dataset’s diversity and size artificially, improving the model’s performance by making it more robust to variations in the input data. The dataset was augmented using various techniques, such as random scaling, random horizontal flipping, random rotation, and random translation. These techniques were applied to each image and corresponding annotations to create new training samples with slightly different characteristics.

Random horizontal flipping involves randomly flipping each image horizontally, which increases the diversity of the dataset and helps prevent overfitting. Random scaling involves randomly scaling each image by a factor of 0.25 to 2.0, which helps the model learn to recognize objects at different scales. Random translation involved randomly shifting each image horizontally and vertically by up to 20% of its width and height, respectively, which helps the model learn to recognize objects in different positions. Random rotation involves randomly rotating each image by up to 10 degrees, which helps the model learn to recognize objects from different angles.

All of these pre-processing and augmentation procedures were performed to enhance the diversity and quality of the dataset, which is able to lead to better performance and generalization of the violence detection model.

C. YOLO Algorithm

YOLO (You Only Look Once) is an object detection algorithm that simultaneously forecasts class probabilities and bounding boxes for objects in an input image. It is a popular algorithm due to its real-time detection capabilities and high accuracy. The YOLO algorithm consists of two main components: a post-processing algorithm and a convolutional neural network (CNN). The CNN takes an input image and outputs a set of bounding boxes along with their class probabilities. The post-processing algorithm selects the most probable bounding boxes and discards the others.

YOLO has several versions, with YOLOv5 being the latest and most advanced version. YOLOv5 is faster and more...
accurate than previous versions, thanks to several improvements, including using a backbone network architecture, improved feature extraction, and a more efficient post-processing algorithm. Fig. 1 demonstrates the architecture of YOLOv5 network. The backbone of YOLOv5 is called CSPDarknet, which stands for Cross Stage Partial Network. It is a modified version of the Darknet architecture used in previous versions of YOLO. CSPDarknet is composed of a series of convolutional layers that extract features from the input image. It is designed to be computationally efficient while still producing high-quality feature maps.

The neck of YOLOv5 is called PANet, which stands for Path Aggregation Network. It is a feature fusion module that combines features from different scales and resolutions. The PANet module uses a top-down pathway to aggregate features from high-resolution feature maps and a bottom-up pathway to aggregate features from low-resolution feature maps. The resulting feature maps are then fused to form a single feature map with rich information from multiple scales.

The head of YOLOv5 is called YOLOLayer. It is responsible for predicting class probabilities and bounding boxes for objects in the input image. YOLOLayer uses anchor boxes to predict the location and size of objects in the image. It also uses a softmax function to forecast the probability of each object belonging to a particular class. The final output of the YOLOLayer is a bounding box set with associated class probabilities.

The procedure in the YOLOv5 algorithm is based on the following steps:

1) **Input image**: YOLO takes an input image of size (width, height, channels) and resizes it to a fixed size (416x416x3) before feeding it to the network.

2) **CNN architecture**: The CNN architecture of YOLOv5 consists of a backbone network and several detection heads. The backbone network is based on CSPDarknet53, a variant of Darknet53. The detection heads are responsible for predicting bounding boxes and class probabilities.

3) **Feature extraction**: The feature extraction process is carried out by the backbone network, which generates feature maps of various resolutions. The feature maps are then fed to the detection heads.

4) **Bounding box prediction**: The detection heads predict a bounding box set for each feature map. The bounding boxes are represented as (x, y, w, h), where (x, y) is the center of the box, w is the width, and h is the height.

5) **Class probability prediction**: The detection heads also predict class probabilities for each bounding box. The class probabilities represent the probability that the object inside the bounding box belongs to a particular class.

6) **Non-maximum suppression**: After predicting bounding boxes and class probabilities, YOLOv5 applies non-maximum suppression to eliminate duplicate detections. Non-maximum suppression selects each object's most probable bounding box and discards the others.

In summary, YOLOv5 is a state-of-the-art object detection algorithm that utilizes a CNN to forecast class probabilities and bounding boxes for objects in an image. It has several improvements over previous versions, making it faster and more accurate. The algorithm consists of a backbone network, detection heads, and a post-processing algorithm that applies non-maximum suppression.

![Fig. 1. The architecture of Yolov5 network [20].](image-url)
D. Training the YOLOv5 Model

Training a YOLO (You Only Look Once) model for violence detection involves preparing the dataset, selecting a pre-trained model, fine-tuning it, and evaluating its performance. The first step discussed in section 3.2 is to prepare the dataset by resizing the images, annotating them with bounding boxes around the violent objects, and saving the annotations in a format the YOLO model can understand. Next, a suitable pre-trained YOLO model for violence detection must be selected for YOLOv5.

In the fine-tuning step, the pre-trained YOLO model is trained on the dataset, and its performance is assessed on the validation set. Hyperparameter tuning is able to be carried out to optimize the performance of the model. The batch size, learning rate, and number of epochs are some of the hyperparameters that can be tuned. Once the model is fine-tuned, its performance is assessed on the test set utilizing metrics such as F1 score, recall, and precision. If the model's performance is unsatisfactory, additional violent images can be added to the dataset, or the hyperparameters can be further tuned.

For training purpose, the dataset consisting of 2300 training samples, 662 testing samples, and 334 validation samples serves as the foundation for training the model YOLO model for violence detection using the given dataset of 2300 training samples, 662 testing samples, and 334 validation samples. Table I shows the proportion of each training, validation and testing sets. In the initial stage, the dataset is preprocessed to ensure consistency and compatibility with the YOLOv5 architecture. This involves resizing all images to a uniform input size, often in the form of squares, to facilitate streamlined processing. Annotations for each image are also processed to provide accurate bounding box coordinates and class labels corresponding to violent actions. These annotations are crucial for training the model to recognize and classify violent instances. The YOLOv5 model is then initialized with pre-trained weights, typically on a large-scale dataset, leveraging knowledge learned from a broad range of objects and features. Fine-tuning is performed on the violence detection dataset, allowing the model to adapt its features and parameters specifically for identifying violent actions. During training, the model iteratively adjusts its parameters by comparing predicted bounding boxes and class probabilities to the ground-truth annotations. This optimization process, often implemented using techniques like stochastic gradient descent, seeks to minimize the disparity between predictions and actual annotations.

To ensure the model generalizes well to new, unseen data, the training process employs techniques such as data augmentation. This involves applying transformations to the images, such as rotations, flips, and color variations, to expose the model to diverse scenarios it may encounter in real-world surveillance situations. Additionally, the training dataset is shuffled to prevent the model from memorizing the order of samples. Throughout training, the model's performance is regularly evaluated using the validation dataset. Metrics like mean average precision (mAP) are calculated to assess the model's ability to precisely localize and classify violent actions. Training continues until the model's performance plateaus or shows satisfactory convergence.

<table>
<thead>
<tr>
<th>Set name</th>
<th>No. of samples</th>
<th>Set proportion (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>2300</td>
<td>70%</td>
</tr>
<tr>
<td>Validation</td>
<td>662</td>
<td>20%</td>
</tr>
<tr>
<td>Testing</td>
<td>334</td>
<td>10%</td>
</tr>
</tbody>
</table>

IV. EXPERIMENTAL RESULTS AND PERFORMANCE EVALUATION

The experimental findings and performance assessment of the suggested Yolov5 for violence detection on customized datasets are presented in this part: one research used to fall, no-fall, and half-classless films in a bespoke dataset. Utilizing various input image sizes, training datasets, and object detection thresholds, the study assessed Yolov5’s performance. Fig. 2 demonstrates some examples of experimental results.

The experimental results and model performance evaluation for the YOLOv5 model for violence detection can be measured by various metrics such as Mean Average Precision (mAP), recall, and precision. Precision is the ratio of true positive detections to all of the model's positive detections. The formula for precision is:

\[
\text{Precision} = \frac{TP}{TP+FP} \quad (1)
\]

The ratio of precise positive detections to all positive cases in the dataset determines recall. The recall is the proportion of real positives to all real positives in the dataset. It displays the capacity of model to detect positive samples reliably. The formula for the recall is,

\[
\text{Recall} = \frac{TP}{TP+FN} \quad (2)
\]

In precision and recall, where TP is the number of true positives (correctly detected violence), FP is the number of false positives (non-violences detected as anomalies), and FN is the number of false negatives (violence not detected by the algorithm). Based on obtained results, Table 2 presents performance measurements for the average precision rate for each class.

A popular performance metric, the mAP, accounts for memory and accuracy at different confidence levels. It returns a single scalar number summarising the model's overall detection performance as the average accuracy over a range of recall values. Fig. 3 illustrates performance metrics for generated Yolov5-based violence detection model.
Fig. 2. Experimental results.

TABLE II. AVERAGE PRECISION RATES BY CLASSES

<table>
<thead>
<tr>
<th>Set name</th>
<th>Validation set</th>
<th>Testing set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Violence</td>
<td>93%</td>
<td>91%</td>
</tr>
<tr>
<td>Non-Violence</td>
<td>89%</td>
<td>90%</td>
</tr>
<tr>
<td>All</td>
<td>91%</td>
<td>91%</td>
</tr>
</tbody>
</table>
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V. CONCLUSION AND FUTURE WORKS

A promising area of research that can improve public safety is using deep learning-based approaches for violence detection in IoT-based surveillance systems. This study presented the YOLO algorithm to address the issues related to violence detection. We utilize YOLOv5 as an advanced object identification technique that can quickly and accurately detect multiple objects in an image. We create a model for violence detection using images of violent and non-violent scenes divided into testing, validation, and training sets. The model's performance is evaluated using standard performance indicators. Our system can learn to recognize patterns of violence and accurately differentiate between violent and non-violent classes in real time. Therefore, the proposed method in this study is based on an efficient and fast deep learning architecture named as Yolov5 network. This network, as previous studies proofed and indicated, is very effective in real-time detection algorithms. Inspiring of this, we also adopted Yolov5 algorithm and generated a model to deal with violence detection. As our experimental results indicated, the proposed method present accurate results and provide satisfy in real-time requirement. Future work could focus on improving the robustness of the model by addressing various environmental factors that may affect violence detection accuracy. Additionally, the development of larger datasets with diverse scenarios can improve the generalizability of the model. Finally, further investigation could explore the integration of multiple sensors and modalities, such as audio and motion sensors, to enhance the accuracy and reliability of violence detection systems.

REFERENCES


