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Abstract—One of the most significant and extensively utilized cryptocurrencies is Bitcoin (BTC). It is used in many different financial and business activities. Forecasting cryptocurrency prices are crucial for investors and academics in this industry because of the frequent volatility in the price of this currency. However, because of the nonlinearity of the cryptocurrency market, it is challenging to evaluate the unique character of time-series data, which makes it impossible to provide accurate price forecasts. Predicting cryptocurrency prices has been the subject of several research studies utilizing machine learning (ML) and deep learning (DL) based methods. This research suggests five different DL approaches. To forecast the price of the bitcoin cryptocurrency, recurrent neural networks (RNN), long short-term memories (LSTM), bidirectional long short-term memories (Bi-LSTM), and 1D convolutional neural networks (CONV1D) were used. The experimental findings demonstrate that the LSTM outperformed RNN, GRU, Bi-LSTM, and CONV1D in terms of prediction accuracy using measures such as Root Mean Squared Error (RMSE), Mean Absolute Error (MAE), Mean Squared Error (MSE), and R-squared score ($R^2$). With RMSE= 1978.68268, MAE=1537.14424, MSE= 3915185, and $R^2$= 0.94383, it may be considered the best method.
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I. INTRODUCTION

The fiat currency used in the present monetary system has various disadvantages, including government control over the money supply; transactions are often carried out via intermediaries like financial institutions, which results in expensive fees and prolonged transfer times, as well as the present ledgers used to record transactions being vulnerable to manipulation [1]. Hence Due to its decentralization, immutability, and security, cryptocurrencies have become a worldwide phenomenon that draws a sizable number of users. They are founded on confidence in technology infrastructure, enabling money transfer from any location with nearly negligible delay [2]. Throughout its limited life, the cryptocurrency market has expanded irrationally and astoundingly [3].

Bitcoin, a kind of electronic money, was originally launched in 2008 and was first used as an open-source in 2009 by a person named Satoshi Nakamoto [4]. As the first currency ever created, it has become the most significant currency [5]. Without a single administrator or central bank, it is decentralized digital money that may be transmitted between users on a peer-to-peer network without the involvement of mediators like banks [6].

Most cryptocurrencies use blockchain technology and feature attributes like decentralization, transparency, and immutability [7]. Blockchain allows for the permanent recording of network transactions [8], and each record is encrypted and carries the block’s cryptographic hash before it. A date, sender and recipient details, and the total amount of money transmitted are all included in each record. An extremely complex technology called a secure shell links transaction blocks [10]. This technology aims to store data that makes it difficult or impossible to alter, hack, or defraud the system [11].

From 2009 to 2017, the price of Bitcoin increased to over USD 20,000. As of December 2019, the daily average market volume was around USD 19.45 billion [12], and as of April 2021, the price of Bitcoin hit an all-time high of around $65000 [13]. Although investments have yielded rich returns, the constant price swings seen by most cryptocurrencies make them difficult and hazardous [14]. Consequently, it takes work to anticipate the price of cryptocurrencies.

Additionally, the sharp variations in bitcoin prices have emerged as a brand-new worldwide concern. Therefore, it is crucial to foresee changes in the price of Bitcoin [15]. Because of this, investors need a forecasting strategy to efficiently capture swings in the price of cryptocurrencies to reduce risk and boost profits [16].

Cryptocurrency price prediction is a time series prediction problem in its early phases. In contrast, older methods were used to anticipate time series based on linear hypotheses and required information that could be categorized as trend or seasonal [3], such as sales forecasting. Due to the extreme volatility and lack of seasonality in the Bitcoin market, these strategies are unsuccessful. Based on its success in similar domains, deep learning is an attractive technological choice, given the difficulty of the challenge [17]. From this point on, DL methods are considered efficient for time series forecasting since they are noise-resistant, can accommodate data sequences natively, and can recognize non-linear temporal correlations on such sequences [18].

Estimating the price of the Bitcoin cryptocurrency is the aim of this research, and evaluating the forecasting accuracy of five different deep learning models, including LSTM, RNN, GRU, Conv1D, and Bi-LSTM. The research uses the (RMSE),
(MAE), (MSE), and \( R^2 \) as measurement techniques to assess the performance of DL models using the closing price of Bitcoin in USD.

The issue that motivated us to conduct this paper was the lack of a specific model with high accuracy that could be relied upon to predict the price of cryptocurrencies, which may have a significant impact on the increase in financial profits. It was vital to provide a solid approach to address this issue for investors that invest in these encrypted currencies. Deep learning methods were used as a consequence because they produced positive outcomes in various study domains.

This paper contributes to providing knowledge to everyone interested in this field in identifying deep learning techniques and their ability to deal with time series data to predict the prices of cryptocurrencies, where the results of the research proved that the use of deep learning method resulted in better results than the traditional machine learning techniques, and also to assist investors interested in trading cryptocurrencies in selecting the best deep learning model to predict prices, and to make the right decision to decrease their loss exposure and increase profitability during the trading process in this currency.

TABLE I. LITERATURE REVIEW FOR CRYPTOCURRENCY PRICE PREDICTION PRICE USING ML AND DL

<table>
<thead>
<tr>
<th>Author</th>
<th>Year</th>
<th>Technique</th>
<th>Cryptocurrency</th>
<th>Dataset Source</th>
<th>Data Range</th>
<th>Prediction Methods</th>
<th>Performance Measures and results</th>
<th>Demerit</th>
</tr>
</thead>
<tbody>
<tr>
<td>HASAN et al [7]</td>
<td>2022</td>
<td>DL</td>
<td>Bitcoin, Ethereum, Monero</td>
<td>Investing.com</td>
<td>between Jan 22, 2015 to Feb 12, 2020</td>
<td>LSTM, RNN and Proposed method</td>
<td>The Proposed method has achieved the best performance when predicting Bitcoin price with MSE= 18.65, MAE= 2.15 and RMSE= 4.21</td>
<td>Not Explored time-series model such as GRU</td>
</tr>
<tr>
<td>NEMATA LLAH et al [10]</td>
<td>2022</td>
<td>DL</td>
<td>Bitcoin</td>
<td>Kaggle</td>
<td>between 1 Jan 2012 to 31 Mar 2021</td>
<td>RNN LSTM</td>
<td>MAPE and RMSE LSTM performs better than RNN</td>
<td>Not Explored time-series model such as GRU</td>
</tr>
<tr>
<td>Bitto et al [22]</td>
<td>2022</td>
<td>ML</td>
<td>Bitcoin, Ethereum, Litecoin and Tether token</td>
<td>Yahoo Finance</td>
<td>between 2015-1-1 to 2021-6-1</td>
<td>AR MA ARM</td>
<td>MAE and RMSE. AR model giving better performs than others models with 97.21% For bitcoin, 96.04% for Ethereum, 95.8% for Litecoin and 99.91% accuracy for Tether-token</td>
<td>Not considered deep learning models for prediction</td>
</tr>
<tr>
<td>Ammer et al [12]</td>
<td>2022</td>
<td>DL</td>
<td>AMP, Ethereum, Electro-Optical System, and XRP</td>
<td>CoinMarketCap</td>
<td>between May 2015 through April 2022</td>
<td>LSTM</td>
<td>MSE, RMSE, NRMSE and R, LSTM achieved R = 96.73% for training And R= 96.09% for testing when predicting XRP price</td>
<td>Not Explored time-series model such as GRU</td>
</tr>
<tr>
<td>FAKHAR CHIAN et al [15]</td>
<td>2022</td>
<td>DL</td>
<td>Bitcoin</td>
<td>Yahoo Finance</td>
<td>between 05/02/2021 to 10/09/2021</td>
<td>proposed models based on CNN and LSTM</td>
<td>Model-9 achieved the best performance with MSE= 0.00151, RMSE= 0.0388, MAE=0.02519, MEDAE=0.01747 and R2= 0.98219</td>
<td>Not Explored time-series model such as GRU</td>
</tr>
<tr>
<td>ZHANG et al [23]</td>
<td>2022</td>
<td>ML, DL</td>
<td>Bitcoin</td>
<td>Data.Bitcoinity, Org, Blockchain.com, and CoinMarketCA P</td>
<td>between 05/02/2021 to 10/09/2021</td>
<td>LSSVM BP SDAE-B</td>
<td>SDAE-B model giving better performs than others models with MAPE= 0.016, RMSE= 131.643 and DA= 0.817</td>
<td>Not Explored time-series model such as LSTM and GRU</td>
</tr>
</tbody>
</table>

The paper is divided into seven sections: Section 2 is a literature review, Section 3 provides background knowledge, and Section 4 presents the model to guide our approach. Section 5 tests the suggested model; Section 6 presents the findings of the experiment; Section 7 conclusions and future work.

II. LITERATURE REVIEW

Bitcoin is a cryptocurrency and a kind of electronic money. It is a well-known cryptocurrency with a bright future [19], and it is a web-based trade technique that uses cryptographic tools to carry out financial transactions [20]. It is crucial to forecast the values of this currency because of the considerable price volatility of this encrypted money, which has the potential to impact investors negatively and international and commercial ties [21]. Numerous researches have been carried out to forecast time series and the value of bitcoin [10]. In contrast, deep learning models [13] and machine learning models [4] were employed to forecast the price of Bitcoin.

The prior research on predicting cryptocurrency prices will be examined in the following part, employing various ML and DL models for time series prediction, as shown in Table I.
III. METHODOLOGY

We will go through several related concepts in this section.

A. Time-Series

It is one of the most effective methods for forecasting situations with some degree of future uncertainty by analyzing past patterns and assuming that future trends will be similar. Time series forecasting is also based on data for efficient and effective planning to solve forecasting problems with a time component [3].

B. Deep Learning Methods used for Bitcoin Price Prediction

The approaches utilized in DL, a subfield of ML, are built on the structure and design of ANNs. Five DL algorithms were used in this study to forecast the price of Bitcoin. LSTM, GRU, BiLSTM, simple RNN, and the 1D CNN algorithm.

1) Recurrent Neural Network (RNN): Artificial neural networks were inspired by how the human brain processes information. The neural network comprises synthetic neurons, and its architecture determines its properties. Traditional neural networks do not have feedback loops, which is how RNNs vary from them. It is thus relevant anytime the input context affects how well a prediction is made. Each neuron's current state depends on its past state due to the recurrent nature of an RNN's layers, which leaves the neural network with a finite amount of memory. Sequential data may be input into a recurrent neural network, and both the networks In and Out may be sequences of variable lengths that pass through each cell consecutively [28]. Suppose there is an input neuron Xt, an invisible output status ht, and the prior invisible output status ht-1. In that case, the RNN has a single-layer recurrent module with a tanh squashing function. Fig. 1 [29] demonstrates that W represents the weighted matrix and yt for the result.

2) Long Short-Term Memory (LSTM): Recurrent neural networks with the ability to learn long term dependencies are called LSTMs. The recommended networks by Hochreiter and Schmid Huber [30] because the last state needed to be sufficiently recent and thus influenced the present state, the RNN model may inaccurately predict the current state [31]. From left to right, the LSTM is crafted to keep track of information throughout time and lessen the issue of vanishing gradient descent. Three interconnected layers in the LSTM, the input gate, forget gate, and output gate, control the data flow necessary to forecast the output of the network [32].

Input gate: Information will initially pass through the input gate after importing the data. The switch decides whether or not to store the information based on the state of the cell.
Output gate: The amount of output information is determined by it.

Forget gate: It chooses whether to keep or forget the information obtained, as shown in Fig. 2.

3) Gate Recurrent Unit (GRU): Another RNN version is a GRU, which combines the three gated units into only two gated units: the gate for updating and resetting. GRUs address the vanishing gradient issue of RNNs and the optimization of the structure of the LSTM model. The two gates may store relevant data in the memory cell while transmitting values to the network's later stages. GRU and LSTM are equal when evaluating performance across various test scenarios. Fig. 3 depicts the organization of the GRU units.

![GRU unit structure](image)

**Fig. 3.** GRU unit structure [38].

4) Bidirectional Long Short-Term Memory (BiLSTM): The BiLSTM model can extract contextual information from feature sequences by considering both forward and backward dependencies. Using a front LSTM, that processes the sequence in chronological order and a backward LSTM that processes the sequence in reverse order, BiLSTM allows looking ahead. The output is then produced by joining the LSTM’s forward and reverse states as seen in Fig. 4.

![BiLSTM architecture](image)

**Fig. 4.** BiLSTM architecture [11].

5) 1D Convolutional Neural Network (CONV1D) model: It is easy to find basic patterns in data using a convolutional neural network (CNN), which is then used to build more complex patterns in the top layers. A 1D CNN is helpful when extracting key features from tiny (fixed-length) segments of the whole dataset. The feature's location within the segment is irrelevant; this is correct for analyzing historical data and evaluating sensor data time series. Input, output, and hidden layers comprise a CNN; a feedforward neural network is created using the intermediary layers. Since their inputs and outputs are blind to the activation function and final convolution, as illustrated in Fig. 5, these are called hidden layers.

![1D CNN architecture](image)

**Fig. 5.** 1D CNN architecture [41].

IV. THE PROPOSED MODEL FOR PREDICTING CRYPTOCURRENCY PRICE MOVEMENT

This section’s suggested model focuses on three key elements. Fig. 6 illustrates the three steps used to anticipate the movement of the cryptocurrency price: (1) Dataset; (2) Data pre-processing; and (3) Deep learning-based algorithms.

Table I displays the literature review, methods used, and limitations of each study, which show the inaccuracy, the use of primitive methods, or a small dataset are all examples of shortcomings. In our research, we used similar and different methods, such as RNNs, LSTMs, GRUs, CONV1D, Bi-LSTM, and different datasets with large sizes from the Kaggle website. Using all these methods helped improve the accuracy.

![BTC Dataset CSV](image)

![Data Pre-processing](image)

![Feature Selection](image)

![Data Normalization](image)

![Time-Series Data](image)

![Data Splitting](image)

![80% Dataset](image)

![Dataset](image)

![RNN, LSTM, GRU, CONV1D and BiLSTM](image)

![Select the best Model with Highest Accuracy](image)

**Fig. 6.** The proposed model for predicting BTC price.
V. PROPOSED MODEL TESTING

During this research, an experiment was conducted to test five DL models, (RNN), (LSTM), (GRU), (Bi-LSTM), and (CONV1D); the models are designed to predict BTC Price.

A. Dataset

The data used in this study were downloaded from the Kaggle website for Bitcoin Cryptocurrency in CSV format. The dataset contains a variety of columns, including, Open, high, low, close, and Adj close prices and the volume, from the period 2014-09-17 to 2022-02-01, as shown in Fig. 7, the sample data from the datasets of the Cryptocurrency used in the study, and the target variable in this research is only the (Close Prices) Bitcoin.

![Fig. 7. Historical prices for bitcoin before the preprocessing.](image)

B. Data Pre-Processing

Data preparation is the first step of the experiment. Before data is supplied to the DL models, preprocessing is considered a crucial step that must be finished. Many stages were conducted during the processing, including data cleaning, feature selection, data normalization, time-series data, and data splitting.

- Data Cleaning: Replacing null or incorrect values with legitimate ones or eliminating the whole data point.
- Feature Selection: There are several variables in cryptocurrency data. Since only the Close Prices are the goal variable in our study, only relevant characteristics should be chosen, and extraneous features should be eliminated, as shown in Fig. 8.
- Data normalization or standardization: These processes are crucial for ensuring all data is on the same scale. In our models, we employ the MinMaxScaler function to normalize all data to a range of values.
- Time-series Data: Cryptocurrency prices are time series data; as a result, it is crucial to transform the data into a time series format to recognize any patterns, trends, or seasonal impacts.
- Data Splitting: Divide the pre-processed data into training and testing sets. The prediction model will be developed using the training dataset, and its effectiveness will be assessed using the testing dataset.

![Fig. 8. The target variable (Close Prices).](image)

C. Deep Learning Models for Predicting BTC Price Movement

We propose in this section five DL algorithms. (1) RNN (2) LSTM (3) GRU (4) Bi-LSTM (5) CONV1D. The architecture of these models is shown in Tables II to VI.

1) Recurrent Neural Network (RNN) model: Simple RNN is the model’s first layer; it has one simple RNN layer consisting of 50 filters that acquire data, process it, and then pass it on to the next layer. The results are in a 7 x 50 matrix using ReLU as an Activation Function. The second layer is another simple RNN, which generates a 1 x 20 matrix using ReLU as an Activation Function. Next, the last stage in the model consists of two fully connected layers, the first one with 50 nodes and the last one with one node, which is the model’s output, and we used the Adam optimizer to calculate the learning rate, as shown in Table II.

<table>
<thead>
<tr>
<th>Layer (type)</th>
<th>Output shape</th>
<th>Param #</th>
</tr>
</thead>
<tbody>
<tr>
<td>simple_run (SimpleRNN)</td>
<td>(None, 7, 50)</td>
<td>2600</td>
</tr>
<tr>
<td>simple_run_1 (SimpleRNN)</td>
<td>(None, 20)</td>
<td>1420</td>
</tr>
<tr>
<td>dense_4 (Dense)</td>
<td>(None, 50)</td>
<td>1050</td>
</tr>
<tr>
<td>dense_5 (Dense)</td>
<td>(None, 1)</td>
<td>51</td>
</tr>
</tbody>
</table>

Total params : 5,121
Trainable params : 5,121
Non-trainable params : 0

2) Long Short-Term Memory (LSTM) model: LSTM is the second DL model; LSTM is the model’s first layer consisting of 50 filters that acquire data, process it, and then pass it on to the next layer. The results are in a 7 x 50 matrix using ReLU as an Activation Function. The second layer is another LSTM, which generates a 1 x 25 matrix using ReLU as an Activation Function. Next, the last stage in the model consists of two fully connected layers: the first one with 50 nodes and the last with one node, which is the model’s output, and the Adam optimizer method, as shown in Table III.

<table>
<thead>
<tr>
<th>Layer (type)</th>
<th>Output shape</th>
<th>Param #</th>
</tr>
</thead>
<tbody>
<tr>
<td>lstm_5 (LSTM)</td>
<td>(None, 7, 50)</td>
<td>10400</td>
</tr>
<tr>
<td>lstm_6 (LSTM)</td>
<td>(None, 25)</td>
<td>7600</td>
</tr>
<tr>
<td>dense_12 (Dense)</td>
<td>(None, 50)</td>
<td>1300</td>
</tr>
<tr>
<td>dense_13 (Dense)</td>
<td>(None, 1)</td>
<td>51</td>
</tr>
</tbody>
</table>

Total params : 19,351
Trainable params : 19,351
Non-trainable params : 0
3) **Gate Recurrent Unit (GRU) model**: GRU is the third DL model. GRU is the model’s first layer which generates a 1 x 50 matrix, and the last stage in the model is composed of two fully connected layers, the first one with 50 nodes and the last with one node which is the output of the model, and the Adam optimizer method as shown in Table IV.

![Table IV. Gate Recurrent Unit (GRU) Model](image)

4) **Bidirectional Long Short-Term Memory (Bi-LSTM) Model**: Bi-LSTM is the fourth DL model. Bi-LSTM is the model’s first layer consisting of 200 filters that acquire data, process it, and then pass it on to the next layer. The results are in a 207 x 200 matrix. A dropout layer is a regularization approach that prevents overfitting problems in deep learning by ensuring that no units are codependent with one another. Next, the last stage in the model is composed of two fully connected layers, the first using ReLU as an Activation Function with 20 nodes and the last with one node, which is the model’s output, and the Adam optimizer method, as shown in Table V.

![Table V. Bidirectional Long Short-Term Memory (Bi-LSTM) Model](image)

5) **1D Convolutional Neural Network (CONV1D) model**: 1DCNN is the fifth DL model. 1DCNN is the model’s first layer consisting of 64 filters that acquire data, process it, and then pass it on to the next layer. The results are in a 7 x 64 matrix which uses ReLU as an Activation Function. In order to simplify the output and avoid overfitting the data, the maximum pooling layer is used after a CNN layer; This indicates that the output matrix for this layer is 2 x 64 in size. The Max Pooling1D layer shrinks the input representation by taking the maximum value across all time dimensions. Next, the last stage in the model is composed of two fully connected layers, the first with 50 nodes, then using the Flatten layer; the Flatten layer transforms convolutional layer output into a single, one-dimensional vector that may be utilized as the input for a dense layer. The last dense layer has one node, the model’s output, and the Adam optimizer method, as shown in Table VI.

![Table VI. 1D Convolutional Neural Network (CONV1D) Model](image)

VI. **Experimental Results and Discussion**

The experiment’s results will be discussed in this section.

A. **Model Training**

To find the best DL model, we trained utilizing DL models on the dataset in the first phase, splitting it into two groups of 80% training and 20% testing. Four assessment measures—RMSE, MSE, MAE, and R—were used to examine and contrast the DL models, as will discuss in Section 6(C).

B. **Epochs**

The number of training set iterations is called an “epoch.” The model’s capacity for generalization improves as epochs increase. However, if the number of epochs is excessively high, an overfitting issue is readily created, and the model’s capacity for generalization is diminished [42]. Therefore, picking the appropriate number of epochs is crucial. In this research, we used 200 epochs.

Tables VII, to XI show the loss and val_loss for each epoch on the various DL models. As shown in Fig. 9 to 13, the model’s loss for the training and validation phases decrease in each epoch, indicating that the model performs optimally. The model predicts the actual and prediction phases shown in Fig. 14 to 18.

![Table VII. Loss, Val Loss of RNN Model](image)

![Table VIII. Loss, Val Loss of LSTM Model](image)
TABLE X. LOSS, VAL LOSS OF GRU MODEL

<table>
<thead>
<tr>
<th>Epoch</th>
<th>Loss</th>
<th>Val_Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/200</td>
<td>0.0214</td>
<td>0.0039</td>
</tr>
<tr>
<td>2/200</td>
<td>0.0040</td>
<td>0.0032</td>
</tr>
<tr>
<td>3/200</td>
<td>0.0039</td>
<td>0.0029</td>
</tr>
<tr>
<td>4/200</td>
<td>0.0038</td>
<td>0.0031</td>
</tr>
<tr>
<td>5/200</td>
<td>0.0035</td>
<td>0.0026</td>
</tr>
</tbody>
</table>

TABLE XI. LOSS, VAL LOSS OF BI-LSTM MODEL

<table>
<thead>
<tr>
<th>Epoch</th>
<th>Loss</th>
<th>Val_Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/200</td>
<td>0.0242</td>
<td>0.0082</td>
</tr>
<tr>
<td>2/200</td>
<td>0.0104</td>
<td>0.0095</td>
</tr>
<tr>
<td>3/200</td>
<td>0.0098</td>
<td>0.0089</td>
</tr>
<tr>
<td>4/200</td>
<td>0.0092</td>
<td>0.0049</td>
</tr>
<tr>
<td>5/200</td>
<td>0.0087</td>
<td>0.0125</td>
</tr>
</tbody>
</table>

TABLE XII. LOSS, VAL LOSS OF CONV1D MODEL

<table>
<thead>
<tr>
<th>Epoch</th>
<th>Loss</th>
<th>Val_Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/200</td>
<td>0.0160</td>
<td>0.0045</td>
</tr>
<tr>
<td>2/200</td>
<td>0.0049</td>
<td>0.0051</td>
</tr>
<tr>
<td>3/200</td>
<td>0.0046</td>
<td>0.0031</td>
</tr>
<tr>
<td>4/200</td>
<td>0.0037</td>
<td>0.0046</td>
</tr>
<tr>
<td>5/200</td>
<td>0.0044</td>
<td>0.0029</td>
</tr>
</tbody>
</table>

Fig. 9. RNN model loss for training and validation.

Fig. 10. LSTM model loss for training and validation.

Fig. 11. GRU model loss for training and validation.

Fig. 12. Bi-LSTM model loss for training and validation.

Fig. 13. CONV1D model loss for training and validation.

Fig. 14. BTC price prediction based on RNN model.

Fig. 15. BTC price prediction based on LSTM model.

Fig. 16. BTC price prediction based on GRU model.
C. Evaluation Metrics

R-squared score ($R^2$), Mean Absolute Error (MAE), Mean Squared Error (MSE), and Root Mean Squared Error (RMSE) were used to assess the performance of the deep learning models.

$$RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2}$$  \hspace{1cm} (1)

$$MSE = \frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2$$  \hspace{1cm} (2)

$$MAE = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i|$$  \hspace{1cm} (3)

$$MAE = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i|$$  \hspace{1cm} (4)

D. Deep Learning Prediction Models Outcomes

This section covered the outcomes of the prediction models created utilizing DL models between 22-09-2021 and 01-02-2022. How well prediction models perform Tables XII, to XVI, show the testing and training results regarding RMSE, MAE, MSE, and $R^2$. Table XVII displays the outcomes of utilizing various models, with the model with the lowest error values chosen as the best model. The comparison between the actual and expected values for BTC price prediction models is shown in Fig. 19, as well.

### TABLE XIII. Testing and Training Outcomes for RNN Model

<table>
<thead>
<tr>
<th></th>
<th>RMSE</th>
<th>MAE</th>
<th>MSE</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>1512.57653</td>
<td>1042.15566</td>
<td>2287887.78387</td>
<td>0.9739</td>
</tr>
<tr>
<td>Testing</td>
<td>2312.72885</td>
<td>1855.64295</td>
<td>3642248.95956</td>
<td>0.9232</td>
</tr>
</tbody>
</table>

### TABLE XIV. Testing and Training Outcomes for LSTM Model

<table>
<thead>
<tr>
<th></th>
<th>RMSE</th>
<th>MAE</th>
<th>MSE</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>1908.46769</td>
<td>1476.50991</td>
<td>3642248.95956</td>
<td>0.95846</td>
</tr>
<tr>
<td>Testing</td>
<td>1978.68268</td>
<td>1537.14424</td>
<td>3915185.15068</td>
<td>0.94383</td>
</tr>
</tbody>
</table>

Table XVII shows that the LSTM model, which has the lowest RMSE, MAE, and MSE values and the greatest $R^2$ value, performs the best in forecasting BTC prices. Fig. 19, which demonstrate how closely the forecasts of the LSTM model match the actual prices, support this. The findings show that LSTM is a better predictor than RNN, GRU, Bi-LSTM, and CONV1D. The second and third-best models are the Bi-LSTM and GRU, with higher RMSE, MAE, and MSE values.

### TABLE XV. Testing and Training Outcomes for GRU Model

<table>
<thead>
<tr>
<th></th>
<th>RMSE</th>
<th>MAE</th>
<th>MSE</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>2091.59478</td>
<td>1631.35273</td>
<td>4374768.76158</td>
<td>0.95011</td>
</tr>
<tr>
<td>Testing</td>
<td>2170.99032</td>
<td>1693.30095</td>
<td>4713198.99972</td>
<td>0.93238</td>
</tr>
</tbody>
</table>

### TABLE XVI. Testing and Training Outcomes for Bi-LSTM Model

<table>
<thead>
<tr>
<th></th>
<th>RMSE</th>
<th>MAE</th>
<th>MSE</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>1882.75025</td>
<td>1462.76491</td>
<td>3544748.50956</td>
<td>0.95957</td>
</tr>
<tr>
<td>Testing</td>
<td>2048.97955</td>
<td>1574.88476</td>
<td>4198317.23545</td>
<td>0.93977</td>
</tr>
</tbody>
</table>

### TABLE XVII. Testing and Training Outcomes for CONV1D Model

<table>
<thead>
<tr>
<th></th>
<th>RMSE</th>
<th>MAE</th>
<th>MSE</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>2039.41352</td>
<td>1535.66479</td>
<td>4159207.51736</td>
<td>0.95257</td>
</tr>
<tr>
<td>Testing</td>
<td>2418.95978</td>
<td>1949.64524</td>
<td>5851366.42758</td>
<td>0.91606</td>
</tr>
</tbody>
</table>

Table XVII shows that the LSTM model, which has the lowest RMSE, MAE, and MSE values and the greatest $R^2$ value, performs the best in forecasting BTC prices. Fig. 19, which demonstrate how closely the forecasts of the LSTM model match the actual prices, support this. The findings show that LSTM is a better predictor than RNN, GRU, Bi-LSTM, and CONV1D. The second and third-best models are the Bi-LSTM and GRU, with higher RMSE, MAE, and MSE values.

These models are reliable and appropriate based models are reliable and appropriate based on the assessment techniques and outcomes. It should be emphasized that these models contain many flaws that may affect how well they can forecast BTC values:

- As cryptocurrency values rely heavily on various factors, LSTMs, RNN, GRU, Bi-LSTM, and CONV1D may only be able to account for some of these
dependencies, producing predictions that could be better.

- These models are vulnerable to overfitting, particularly when trained on small datasets, which can lead to subpar performance when used with new data.

VII. CONCLUSION AND FUTURE WORK

In this research, the market capitalization of the BTC cryptocurrency was utilized to forecast the price using five different deep learning techniques: LSTM, RNN, GRU, Bi-LSTM, and CONV1D. RMSE, MAE, MSE, and R2 values were used to assess the models' performance. The study's findings showed that the LSTM model, followed by the Bi-LSTM and GRU models, offered the best accurate forecasts for the price of the BTC coin. The study's findings show that deep learning algorithms are good at forecasting cryptocurrency values and that the LSTM model outperforms RNN, GRU, Bi-LSTM, and CONV1D.

To increase the precision of BTC predictions, the researcher plans to apply more deep learning algorithms or hybrid DL models in the future. The epoch size might also be increased to get a greater accuracy rate. Deep learning mechanisms will also examine how emotion and tweets affect BTC pricing.

The research limitations can be represented in the following points:

- The prediction process focused on Bitcoin only. It did not apply the prediction to other cryptocurrencies, for example, Ethereum and Litecoin, which can correlate and impact the price of Bitcoin.
- Not considering another factor that can impact the rise and fall of a currency's price, such as comments on social media.
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