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Abstract—Software product line SPLs, or software product 

lines, are groups of similar software systems that share some 

commonalities but stand out from one another in terms of the 

features they offer. Over the past few decades, SPLs have been 

the focus of a great deal of study and implementation in both the 

academic and commercial sectors. Using SPLs has been shown to 

improve product customization and decrease time to market. 

Additional difficulties arise when testing SPLs because it is 

impractical to test all possible product permutations. The use of 

Combinatorial Testing in SPL testing has been the subject of 

extensive study in recent years. The purpose of this study is to 

gather and analyze data on combinatorial testing applications in 

SPL, apply Pairwise Testing using (1+1) evolutionary algorithms 

to SPL across four case studies, and assess the algorithms' 

efficacy using predetermined evaluation criteria. According to 

the findings, the performance of this technique is superior when 

the case study is larger, that is, when it has a higher number of 

features, than when the case study is smaller in scale. 

Keywords—SPL; SPL testing; combinatorial testing; pairwise 

testing; evolutionary algorithm; 1+1 EA 

I. INTRODUCTION 

Software product line (SPL), which is also called software 
product line development, is a set of software engineering 
practices for making similar software systems from a single set 
of software assets and using the same production method for 
all of them [1]. In other words, SPL is a group of products that 
is put together based on a set of features. A Feature Model 
(FM) decides which products are valid. Most of the time, it's 
not possible to test all of the products that would come from an 
SPL [1]. So, a small group of these products must be chosen. It 
used to be best if it got a good order of products. 

Effective testing strategies will help any organization that 
spends a lot of money on software development. This is a 
demand in SPL because the proportion of testing costs goes up 
as the costs of developing each product go down. Due to the 
large number of ways the base software can be changed, testing 
an entire product line takes a long time and costs a lot of 
money [2]. These issues had to do with which platform was the 

most efficient and what should be tested in separate products 
based on how hard it was to test the whole product line. 

If testing is seen as a long process, the ability and 
effectiveness of testing can be improved by making the 
creation of test cases happen automatically. Even though this is 
a step in the right direction, more research needs to be done on 
the SPL testing process because it is impossible to test all of 
the individual systems that make up a large SPL software 
system. Test case generation in SPL [3], [4] is based on 
variation point management. The authors in [5] say that SPL 
testing is hard, but it would be best if all SPL products were set 
up correctly. In reality, though, this is hard to do. Large 
product configurations have made SPL testing difficult to 
handle, as [6]. In fact, some features can be set up in tens of 
millions of different ways. Since there is pressure to make test 
suites for the whole product line smaller, it will be hard to test 
each product in an SPL and stay on budget [7]. Combinatorial 
testing and other testing methods can cut down on the number 
of test suites needed for this, but they don't come without their 
own problems when it comes to scalability. 

An Evolutionary Algorithm (EA) is a type of evolutionary 
computation, which is an optimization algorithm used in the 
field of artificial intelligence that is based on a population. In 
EA, processes like reproduction, mutation, recombination, and 
selection are used to model how natural evolution works. Even 
though it started in the early 1960s, EA is still a fairly new and 
changing field, with most research focusing on how it can be 
used. 

The EA, as the name implies, functions similarly to natural 
evolution. People believe that the processes of recombination, 
mutation, and selection make individuals more fit because they 
adapt to their surroundings. An "EA individual" is a single 
optimization solution, whereas an "EA population" is a 
collection of ―EA individual" optimization solutions. 

Combinatorial testing is a type of testing that can be used to 
test a software product in a thorough way [8]. The goal is to 
have a product that doesn't have any bugs and can work with a 
wide range of inputs. Pairwise testing, also called "all-pairs 
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testing," is a way to check the quality of software by 
comparing the actual results to what was expected. Here, 
software testers look at all possible pairs of parameters used to 
test a feature and compare and contrast them. 

Pairwise testing has become an important technique for any 
software tester over the past few years. This method has been 
around for almost 20 years, but it has become more popular in 
the last five. At least 20 tools that can make pairwise test cases 
have had their information made public up to this point [7, 8]. 

Based on the examined research, there are three main 
problems that sum up the issues at hand. First, there are so 
many possible industrial SPL products that it would be 
impractical to check each one individually to see if it meets 
each criterion. Second, it is not possible to do a full test that 
looks at every possible combination of parameters and values. 
Lastly, a way for evaluating the effectiveness of EA and 
creating valid comparisons, as well as a technique for reducing 
testing effort and shortening testing time using the suggested 
strategy [9]. This study's objectives are to apply the (1+1) 
evolutionary algorithm to generate pairwise test cases in 
software product line testing and to compare the effectiveness 
of the (1+1) EA in terms of pairwise coverage, execution time, 
test suite size, and test case redundancy for the mobile phone, 
vending machine, online shopping, and IoT device case 
studies. 

However, it is imperative to acknowledge that the 
evaluation of security and privacy-related testing concerns 
should also be taken into account while conducting SPL testing 
[50]. Access control and authorization procedures are essential 
elements of software systems that are responsible for managing 
sensitive data or executing crucial operations. The process of 
testing these mechanisms across various products within a 
software product line presents challenges due to the potential 
variations in access control requirements and authorization 
procedures among different products. 

In order to address this matter, it is possible to utilize 
sophisticated testing methodologies, such as pairwise testing, 
to build a set of test cases that encompass various combinations 
of access control criteria and authorization processes. The 
(1+1) evolutionary algorithm can be utilized as an efficient 
method for generating test cases. The efficiency of these test 
cases can then be assessed by utilizing metrics such as 
coverage and defect detection rate. 

In addition to access control and authorization methods, 
software product line testing should also encompass additional 
important security and privacy-related testing concerns, 
including but not limited to data privacy, encryption, and 
secure communication. By effectively addressing these 
concerns [48, 49], software developers may guarantee security 
and ensure the privacy of their products. 

Segment Particle Swarm Optimization (Se-PSO), Enhanced 
Segment Particle Swarm Optimization (Ese-PSO), and African 
Buffalo Optimization (ABO) are swarm intelligence-based 
optimization algorithms inspired by the behavior of social 
organisms such as ants, bees, and honeybees. They have been 
successfully applied to various optimization problems and can 
also be used for test case generation. These algorithms can be 

utilized in pairwise test case generation to generate optimal test 
cases that cover all possible pairwise combinations of input 
parameters [10, 11, 12, 13, 14, 47]. 

Pairwise testing is effective at reducing the number of test 
cases required for high coverage, but it may not be adequate for 
testing non-functional requirements such as performance, 
security, and usability. Furthermore, it has been observed in 
certain research that the effectiveness of pairwise testing could 
be reliant upon the particular attributes of the software product 
line under examination, including the number of features and 
the level of variability. Hence, additional research is required 
to assess the efficiency of pairwise testing across various 
scenarios and to develop more sophisticated methodologies for 
evaluating software product lines. 

The intention of this study is to apply the (1+1) 
evolutionary algorithm to the task of generating pairwise test 
cases for software product line testing and to assess the 
efficacy of this technique using a number of measures, 
including pairwise coverage, execution time, test suite size, and 
test case redundancy. The objective is to demonstrate that the 
(1+1) evolutionary algorithm can be helpful for producing 
high-quality test cases for software product lines and to 
encourage the evolution of more sophisticated testing methods 
for software product lines. 

The rest of this article is organized as follows: Section II 
outlines the works that are related to this study. Section III 
demonstrates the method for conducting this study with case 
studies that are used to carry out the experiment. In Section IV, 
a number of experiments are carried out, and the findings are 
thoroughly examined. Section V contains a discussion of the 
study's findings. Finally, in Section VI and VII, we provide a 
brief summary of the paper and discuss future work 
respectively. 

II. RELATED WORKS 

SPL is a collection of software-heavy systems with a 
common base and features tailored to a specific audience or 
mission. Features identify SPL members by highlighting 
shared and unique traits. Feature models express feature 
relationships and limitations to reflect all SPL outputs. 

The SPL testing process is difficult. Testing every product 
is impractical. The number of configurations (or products) 
caused by an FM usually grows exponentially with the number 
of features, resulting in millions of potential products to test. 
Test engineers are trying to reduce their test suites to meet 
budgets and deadlines [15]. 

Software testing a product line takes time [16, 3]. A 
product line lets a buyer build a software system with many 
options [17]. Business is embracing SPL. Bosch, Philips, 
Siemens, General Motors, Hewlett-Packard, Boeing, and 
Toshiba use product-line approaches to reduce development 
and maintenance costs, improve quality, and speed product 
development [17, 18]. 

A. Software Product Line Testing 

Testing software product lines is important because one 
bug can affect hundreds of thousands or millions of products. 
The study [19] lists several product line assessment methods. 
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Product-by-product testing begins by generating and testing 
concrete products one at a time using single-product testing 
methods. Family-based testing checks if all products in a 
family meet the requirement [20]. 

A family-based approach tests multiple products. Computer 
simulations represent all line products. By superimposing all 
product test specifications, modern family-based testing 
methods don't allow for good testing of software's interaction 
with hardware and the environment [21, 22]. Family-based 
testing may be time-consuming and incomplete due to its 
complex execution environment. 

Testers and software engineers use FM to compare and 
create testable products. Testing all product feature 
combinations is not always possible. Application complexity 
reduces product selection. Combinatorial testing is used in the 
selection process to examine multiple variables. This selection 
method disregards FM defects. A fault-based approach like 
mutation-based testing can improve error detection and SPL 
product compliance. The research [23] suggests mutating 
products for SPL feature testing. The method can be used to 
create and evaluate test cases like a test criterion. FM's model 
features and connections. Feature diagrams (FDs) usually show 
the FM as a tree. 

B. Test Case Generation Approaches in SPL 

SPL test case generation has led to several testing methods. 
Combinatorial and model-based testing are examples. 
Combinatorial testing prevents tests from growing 
exponentially by trying all possible input permutations. 
Combinatorial testing addresses test selection from the whole 
combinatorial product since testing often has a finite test 
budget and exhaustive testing is usually intractable. Pairwise 
combinatorial testing is common here. A family of products 
with all FM valid pairs of features is the goal [24]. Counting 
covered pairs which help evaluate the product set. 

All-pairs testing, also called pairwise testing, is a way to 
test software by giving it as many possible combinations of 
two inputs. This method helps us understand how inputs 
interact, improving product quality and dependability. Pairwise 
testing is useful for testing software product lines, which are 
collections of configurable products. Pairwise testing can 
improve product line testing and be applied to a case study 
[25]. Pairwise testing with other methods and business 
knowledge may reduce testing costs and improve quality [26, 
37]. The paper recommends pairwise testing to reduce test 
cases. 

T-wise testing checks all input value permutations with a 
constraint of "T" inputs. This strategy can help test too many 
inputs. T-wise testing balances test case volume and coverage 
[27]. SPL's model-based t-wise testing creates a TS with 
comprehensive t-wise coverage. A valid t-set has t features that 
meet some constraints. 

Covering arrays in software product line testing improves 
system failure detection [28]. For testing, a two-layer covering 
array is used to represent equivalence classes and compute 
their names in the second layer. Covering arrays are used to 
test component interactions in a systematic manner. Let N, t, k, 

and v be integers with k ≥ t ≥ 2 and v ≥ 2. A covering array 

CA (N; t, k, v) is an N × k array A in which each entry is from 

a different alphabet, and there is a row of B that equals x for 

every N × t subarray B of A and every χ ∈ Σ ∧t. Then t 

denotes the covering array's strength, k the number of factors, 
and v the number of levels [29]. 

Model-based testing (MBT) automates test case creation 
for SPL testing. A Systematic Literature Review (SLR) on 
MBT for SPL testing is presented by [30]. MBT in SPL issues, 
evaluation, and solutions are discussed. The study summarizes 
SPL MBT perspectives in a taxonomic structure. The latest 
SPL development is taxonomy based MBT classification. 

Reduced testing is needed when resources are limited. 
Risk-based testing [31] is popular for system prioritization. 
Two other factors determine the probability of system entity 
damage or loss. 

SPL regression testing is difficult because it must test every 
member of a product family after a change. Regression test 
selection (RTS) selects a subset of regression test cases to 
lower regression testing costs [32]. In the product line context, 
each test case can be executed on multiple products that reuse 
the test case, making SPL regression testing time-consuming 
and resource-intensive even with RTS. Eliminating 
unnecessary test case executions helps. 

In [33], a suggested method that finds a group of products 
where running the test case will cover the same sequence of 
source code statements and give the same testing results, and 
then filters out the group from the test case's scope. 

C. Search-based Techniques for SPL Testing 

SPLs are collections of systems that have the same core 
functionality but are tailored to meet the needs of specific user 
groups. All products would have to be tested in theory, but 
that's not possible in practice. Because of this, "interesting" 
ones can be chosen to focus on using search-based approaches. 

Evolutionary computation is a population-based 
metaheuristic optimization algorithm used in artificial 
intelligence research. EA simulates natural evolution using 
reproduction, mutation, recombination, and selection. EAs 
mimic natural evolution. Recombination, mutation, and 
selection are thought to increase fitness by adapting individuals 
to their environment. EA "population" members are 
optimization solutions. EAs excel at optimization, scheduling, 
planning, design, and management [34]. Investments, 
production, distribution, etc. have these issues. 

Initially, a theoretical study of the (1+1) EA is presented 
and discussed. On a population of one, it only employs the 
mutation operation and an elitist selection method to generate a 
new generation. Although the (1+1) EA is the simplest 
evolutionary algorithm, it shares a fundamental principle with 
all others [35]. The (1+1) EA locates the maximum of a linear 
function, as proven by a theorem in [28]. The two members of 
the population at any given iteration are known as the "parent" 
and the "offspring," hence the name "1+1." For linear function 
optimization, the (1+1) Evolutionary Algorithm is predicted to 
take O (n ln n) time if the mutation rate is of size (1/n). 

Differential evolution (DE), Evolution strategy (ES), and 
Evolutionary Programming (EP) are all examples of other 
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Evolutionary Algorithms that can produce multiple offspring 
and compete [36]. As an illustration, the Evolution Strategy 
allows for the creation and competition of mutants. 

Table I provides a summary of some of the existing search-
based techniques for testing in SPL. Moreover, the strengths 
and weaknesses of the technique are provided as well. 

TABLE I.  SUMMARY OF STUDIED SEARCH-BASED TESTING TECHNIQUE 

Technique  Authors  Strengths Weaknesses 

1+1 

Evolutionary 

Algorithm (1+1 
EA) 

Slowik & 

Kwasnicka, 

Zhou et al 
2020. [36] 

Simplest EA, 

requires low 

requirements and it 
can reach any 

point in the search 

space in a single 
step. 

it's not easy to 

find a good drift 

function. 

Genetic 

Algorithm (GA) 

Rao & 

Tripathy 2019. 

[38] 

The ability to 

make exceptional 

use of parallel 

computation, 

simplicity of use, 

rapid convergence 
to the global 

optimum, few 

necessary control 
variables. 

Do not scale 

well with 

complexity, can 

be quite slow. 

Non-dominated 

Sorting Genetic 
Algorithm II 

(NSGA-II) 

Hojjati et al., 

Muhammad 
Abid Jamil et 

al 2018. [39] 

Demonstrates 

elitism and is not 
dependent on any 

measure of 

distributivity. 

The 

computational 
complexity of 

solving the 

problem grows 
in proportion to 

the size of the 

problem. 

Strength Pareto 

Evolutionary 

Algorithm II 
(SPEA-II) 

Jamil et al 

2019. [31] 

Utilizes a fine-

grained fitness 

assignment 
strategy and an 

improved archive 

truncation 
technique. 

lack of accuracy 

in its density 

estimation 

III. METHODOLOGY 

The methodology for conducting the research includes four 
stages. The first thing that will be done is an analysis of the 
software product line online tools (SPLOT), and then in Step 1, 
the FM for all of the case studies will be prepared. Following 
that, the pairwise testing will be carried out using the (1+1) EA 
in Step 2. Evaluation of the parameters that were employed is 
the third step. Lastly, an in-depth analysis and comparison of 
the results is carried out. The research methodology is depicted 
in Fig. 1. 

A. Step 1: Prepare Case Studies using Software Product 

Lines Online Tools (SPLOT) 

SPLOT is a Java2 Web app that uses an HTML template 
engine to make Ajax-based user interfaces for reasoning and 
configuration. Because it is web-based, you don't have to 
update it by hand or download any files, and it's easy to share 
information (for example, through a feature model repository). 
Automated reasoning and product configuration are SPLOT's 
two main offerings right now. To this end, reasoning is 
centered on the automation of crucial debugging tasks like 
checking the consistency of feature models and spotting the 

presence of dead and common features [6]. Measurements of 
properties like the number of valid configurations and the 
degree of variability of feature models are also supported by 
reasoning. Currently, SPLOT supports interactive 
configuration for product configuration, wherein users decide 
at a time, and the configuration system automatically 
propagates those decisions to enforce their consistency. 

 
Fig. 1. Research methodology framework. 

A major complaint from SPL researchers is the dearth of 
freely distributed feature models. To address this problem, 
SPLOT makes available a public model repository with more 
than 20 genuine models from the literature as well as several 
automatically generated models with up to 10,000 features 
each [6]. 

B. Step 2: Apply Pairwise Testing using (1+1) EA 

In this step, we use the PLEDGE tool to generate (1+1)-
based pairwise test cases. PLEDGE is a free software program 
that helps determine which product configurations should be 
tested in order to cover the most possible combinations of 
features. Both a command line and a graphical user interface 
are available for this tool's operation (GUI). All of the 
following are possible with the current release of PLEDGE: 

 FMs loaded from a file: Both the SPLOT and DIMACS 
(Conjunctive Normal Form) formats are supported by 
PLEDGE [32]. 

 Information about FM, such as its limitations and 
characteristics, can be visualized. 

 Making changes to the FM by introducing or removing 
constraints. 

 Producing the test products from the FM by setting 
parameters for the desired quantity and the time allotted 
for their production. 
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 Inputting a list of products and sorting them into a 
desired order using one of two suggested methods of 
prioritization. 

 Producing a file to store the finalized or prioritized 
output. 

Several settings can be specified to modify the behavior of 
the 1+1 evolutionary algorithm when using PLEDGE to 
conduct pairwise testing using the 1+1 evolutionary algorithm. 

C. Step 3: Evaluate Testing Parameters 

In this stage, all of the parameters, such as pairwise 
coverage, execution time, the size of test suites, and test case 
redundancy are evaluated based on the methodology that was 
utilized in this study. 

1) Pairwise coverage: For each case study in this research 

is given a percentage of pairwise coverage for a single 

run/iteration, which is the discrete combinations of the 

relevant parameters calculated with PLEDGE. When testing in 

a black box, pairwise coverage ensures that every possible 

combination of input parameters is covered by at least one of 

the test cases. Pairwise testing is more efficient at spotting 

problems because it is based on the observation that most 

defects occur due to the interaction of two values. By allowing 

for systematic testing coverage, pairwise tools can speed up 

the preparation and implementation stages. By conducting 

tests in pairs, we can reduce testing time by half without 

compromising coverage. 

The use of k-means and k-medoids clustering techniques in 
software testing to reduce the test suite and improve the 
algorithm's performance is discussed by [40, 41]. The 
technique of pairwise testing is also cited as an efficient means 
of generating a small test suite with optimal pairwise coverage. 
Also, [42] proposes a new method for increasing testing 
efficiency while maintaining testing efficacy. The paper ranks 
combinatorial test cases according to incremental interaction 
coverage by repeatedly applying the base choice coverage. 

2) Execution time: The execution time is the amount of 

time it takes for a single run to be carried out. Also using 

PLEDGE, the execution time in seconds is available. For each 

run, the time taken to finish the run is provided. In the context 

of pairwise testing, execution time refers to the amount of 

time required to execute the test cases created using the all-

pairs or pairwise testing methodology. The execution time is 

dependent on variables such as the size of the input 

parameters, the number of combinations, the performance of 

the being tested software application, and the testing 

environment. 
Reducing test execution time is crucial for SPL testing, as it 

enables more efficient testing of product lines and reduces the 
need for unnecessary testing [43]. Several SPL testing methods 
have been proposed to decrease test execution redundancy and 
boost efficiency. 

3) Size of test suite: A test suite consists of all the test 

cases that have been logically grouped together. Testing an 

application to show that it exhibits a certain set of behaviors is 

what the test suite is all about. Each test case in a suite will 

have explicit instructions or goals and details on the system 

configuration to be used during testing. [41] emphasizes the 

significance of pairwise testing as a means to circumvent the 

combinatorial explosion issue. The paper proposes that 

pairwise testing can be used to test software systems' vast 

input combinations with fewer test cases. Pairwise testing is 

presented in [28] as a promising technique with the potential 

to drastically reduce the number of test cases required for an 

acceptable level of coverage. 

For each case study involved in this study, a different size 
of test suite can be generated for a single run using PLEDGE. 
The size of test suites can differ based on the number of 
features for each case study, a case study with many features is 
considered big and size of test suites can be high. 

4) Test case redundancy: This study examines a test suite 

by finding redundant test cases, which is essential for lowering 

testing costs. A redundancy score is defined by the 

redundancy formula, which determines the score by dividing 

the total number of test cases by the number of duplicates. The 

redundancy score can be calculated using the formula in 

Equation 1 below, the total number of redundant test cases is 

divided by the total number of test cases generated. [44-45] 

contends that redundancy in test artefacts reduces testing 

costs. 

                  
∑                    

∑          
     (1) 

D. Step 4: Analyze and Compare the Results 

The fourth step is to perform an analysis and comparison of 
the results, which includes testing and an evaluation of 
performance. The results of the testing will be analyzed and 
compared using pairwise coverage, execution time, total test 
suite size as the criteria. In addition to this, test case 
redundancy will be calculated, and a graph depicting the 
findings of the comparison will be offered. 

E. Case Studies 

Within the scope of this research, four distinct case studies 
will each be subjected to a pairwise test case generation 
technique utilizing (1+1) EA. The mobile phone, the vending 
machine, the online shopping, and the IoT device are the case 
studies. The reason for choosing the selected case studies is 
because they are the most used and because they meet the 
needs to conduct this research, besides, there are many 
references that has been used those case studies to conduct 
testing in SPL using other testing techniques. Mobile phone 
and vending machine case studies are the small case studies in 
term of number of features. Meanwhile, e-shop and IoT device 
case studies are the big case studies. 

1) Mobile phone: The mobile phone industry served as 

inspiration for the simplified feature model shown in Fig. 2. 

This model demonstrates how features are incorporated into 

the process of specifying and developing software for mobile 

devices, specifically mobile phones. The capabilities of the 

phone will determine the types of software that can be 

installed on it. The model stipulates that all mobile devices 
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must be capable of making and receiving calls as well as 

displaying data in black-and-white, color, or at a very high 

resolution on their screens. In addition, the software for 

mobile phones may, at the user's discretion, include support 

for satellite navigation systems (GPS) and multimedia devices, 

such as cameras, MP3 players, or both. 

 
Fig. 2. Feature diagram of product line mobile phone adapted from [38]. 

2) Vending machine: The FD for the snack and drink 

dispensing machine's SPL is shown in Fig. 3. The vending 

machine assortment here is formally described by the 

accompanying feature diagram. Soda, Tea, Free Drinks, and 

CancelPurchase are used in the feature diagram to represent 

these products as valid options for the consumer. 

 
Fig. 3. Feature diagram of product line vending machine adapted from [39]. 

3) Online shop: The feature model that contains 

information about our online shops is depicted in Fig. 4. The 

name of the product line is located within the most prominent 

feature. There are four aspects that are connected to it: The 

features Catalog, Payment, and Security are connected to the 

feature that is at the top of the list by arcs that have filled 

circles at their ends. This indicates that these three features are 

required, meaning that they are present in each and every 

product variation. The fact that the Search function is not 

required is indicated by an arc that terminates in a circle that is 

not filled in. This descending order of characteristics will 

continue. For example, the feature Payment includes three sub 

features: Bank Account, ECoins, and Credit Card. For each 

product variant, at least one of these sub features must be 

selected. Both the High and Low sub features of the Security 

feature are alternative features, which means that only one of 

them can be selected for each product variant. In addition, 

there is a textual condition that states that selecting credit 

cards is only possible when the security level that is being 

provided is of a high standard. 

 

Fig. 4. Feature diagram of product line online shop adapted from [40]. 

4) IoT device: Internet of Things application development 

is guided by the selection of relevant environmental features 

and the needs of the end user. An efficient modelling 

approach, capable of holding all constraints and allowing 

application development, can be used to control environmental 

variability. Different uses for the same IoT devices introduce 

contextual variations that must be managed to ensure efficient 

development and maximize code reuse. It has been suggested 

that XML-based feature modelling be used to handle 

variability management of SPL. Fig. 5 depicts the smart 

campus IoT system's feature model, complete with predefined 

relationships and constraints. 

 
Fig. 5. Smart campus IoT feature diagram adapted from [46]. 

IV. RESULTS 

In this research, four case studies have been tested using the 
proposed approach. Each case study is tested ten times, and the 
results of each test case are provided. The four test cases, 
namely mobile phone, vending machine, online shop, and IoT, 
are different from each other’s, in terms of the number of 
features, which indicates their size. 

Fig. 6 shows the average results of each case study based 
on the evaluation metrics. For the mobile phone case study, the 
average test case coverage is 85.23%, and the average 
execution time is 1.31 seconds. The average number of test 
cases generated is 2.4, and no test cases are redundant. On the 
other hand, for the vending machine case study, the averages 
for the test coverage, execution time, size of the test suite, and 
percentage of test case redundancy are 75.39%, 1.13 seconds, 
2.4, and 23.33%, respectively. 
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Fig. 6. Average of the results of the case studies. 

Moreover, the online shop and smart campus IoT case 
studies are the big ones in terms of the number of features in 
this study, and the average percentage of test case coverage is 
93.53% for the online shop and 96.56% for the smart campus. 
Both case study results show the absence of redundant test 
cases. Meanwhile, the average execution time is 0.98 and 0.79 
for the online shop and IoT smart campus, respectively. Lastly, 
the average size of test cases is 10.9 for the online shop case 
study and 21.8 for the smart campus case study. 

Using PLEDGE to conduct the testing, as shown previously 
in the mobile phone and vending machine case studies, 
produced less efficient results compared to the other two case 
studies. The size of the test suite is smaller because there are 
fewer features; meanwhile, there are more redundant test cases 
because, using PLEDGE, the results showed that the tool 
cannot produce a large number of test suites for small case 
studies, and the results also showed that the testing takes more 
time to run, which is remarkably unexpected. 

V. DISCUSSION 

This study's goals are to apply the (1+1) evolutionary 
algorithm to generate pairwise test cases in software product 
line testing with the help of the proposed tool. The 
effectiveness of the algorithm using four metrics, including 
pairwise coverage, execution time, size of the test suite, and 
test case redundancy, for all of the case studies that were 
chosen, and to conclude that the (1+1) evolutionary algorithm 
is useful for generating pairwise test cases in software product 
line testing. 

The literature research clarifies the difficulties associated 
with testing software product lines, mostly stemming from the 
wide range of possible configurations and the need for 
effective testing methodologies. The findings of this study 
indicate that the (1+1) evolutionary algorithm is a successful 
approach for generating pairs test cases in the context of 
software product line testing. This algorithm proves to be 
effective in reducing the number of required test cases while 
simultaneously obtaining a high level of coverage. 

Furthermore, the literature review examines the 
significance of assessing the efficiency of testing 
methodologies by considering several factors, including 
pairwise coverage, execution time, and test suite size. The 
study presents a comparative analysis of the effectiveness of 
the (1+1) evolutionary algorithm across four distinct case 
studies, shedding light on its performance in diverse 
circumstances. 

Moreover, the literature review underscores the necessity 
for more research and advancement in the domain of software 
product line testing, encompassing the utilization of search-
based algorithms like evolutionary algorithms. The findings 
and methodology presented in the study make a valuable 
contribution to the field of research by illustrating the 
successful performance of the (1+1) evolutionary algorithm in 
producing pairs test cases for software product line testing. 

VI. CONCLUSION 

The purpose of this research is to apply the (1+1) 
evolutionary algorithm using PLEDGE in order to generate 
pairs of test cases for software product line testing. Using four 
criteria—pairwise coverage, execution time, test suite size, and 
test case redundancy—for each of the selected case studies, it 
was discovered that the 1+1 evolutionary algorithm is 
beneficial for creating pairwise test cases in software product 
line testing. When using PLEDGE to conduct the testing, the 
results demonstrated that this method yields superior results 
when the case study is large, which means it has a large 
number of features, compared to when the case study is small. 

Among the four case studies, the online shop and IoT case 
studies achieved good results in comparison to the mobile 
phone and vending machine case studies. This is because the 
online shop and IoT case studies have a large number of 
features; therefore, by using the PLEDGE tool, a good result 
has been achieved in comparison to when a case study has a 
small number of features, such as the mobile phone and 
vending machine case studies. 

Online shop and IoT case studies achieved better results 
than mobile phone and vending machine case studies. The 
average for pairwise coverage recorded the best for online shop 
and IoT at 93.53% and 96.56%, respectively. Meanwhile, the 
average execution time and the size of test suites are noted to 
be better for online shop and IoT case studies at 0.98s and 
0.79s, 10.9s and 21.8s respectively. Also, both case studies 
showed the absence of redundant test cases. On the other hand, 
the finding revealed that the mobile phone and vending 
machine case studies achieved less performance due to the fact 
that both were considered small with a small number of 
features. 

VII. FUTURE WORKS 

From this research, we were able to gather the following 
list of significant insights regarding areas for possible 
development and improvement: first, there are numerous ways 
to produce test cases using the existing software testing tools. 
Second, the program used in this research, PLEDGE, has 
problems and must be executed multiple times before 
producing meaningful results. The production and 
prioritization of test cases is a crucial aspect of SPL testing, 
and there has been an increasing trend in recent years to 
leverage search-based algorithms as a solution strategy. 
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