Abstract—Phonocardiography, the recording and analysis of heart sounds, has become an essential tool in diagnosing cardiovascular diseases (CVDs). In recent years, machine learning and deep learning techniques have dramatically improved the automation of phonocardiogram classification, making it possible to delve deeper into intricate patterns that were previously difficult to discern. Deep learning, in particular, leverages layered neural networks to process data in complex ways, mimicking how the human brain works. This has contributed to more accurate and efficient diagnoses. This systematic review aims to examine the existing literature on phonocardiography classification based on machine learning, focusing on algorithms, datasets, feature extraction methods, and classification models utilized. The materials and methods used in the study involve a comprehensive search of relevant literature and a critical evaluation of the selected studies. The review also discusses the challenges encountered in this field, especially when incorporating deep learning techniques, and suggests future research directions. Key findings indicate the potential of machine and deep learning in enhancing the accuracy of phonocardiography classification, thereby improving cardiovascular disease diagnosis and patient care. The study concludes by summarizing the overall implications and recommendations for further advancements in this area.
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I. INTRODUCTION

Phonocardiography (PCG) is one of the basic techniques used to understand the heart’s state and assess whether the heart is in a natural state or has some abnormal pattern. PCG is a diagnostic procedure that allows a visual record of the sounds and murmur created by the contracting heart, including its valves and connected large vessels. In the absence of diagnosis equipment, the stethoscope is only the tool available to general physicians to examine a patient’s heart sounds [1]. Cardio-specialist can understand the heartbeat as a specialist and recommend further medical procedures to the patients according to their heart condition but usually, in the unavailability of a cardio-specialist, the general physicians cannot detect, if the heart is functioning properly or if there is any type of exception due to the closure of heart walls. Environmental interferences, such as those caused by friction between the device and a human's skin, Electromagnetic Interference (EI), and unrelated noises like breath, lung, and ambient sounds, can readily interfere with the process of PCG because signals in the form of sound generated by the human heart are frequently paired with EI, out-of-band noise must be removed [2, 3].

To cope with the limitations in traditional phonocardiography techniques, machine learning (ML) based methods can be a good solution for phonocardiography for several reasons [4]. ML models can automate the process of analyzing PCG recordings, which can be time-consuming and subject to human error when done manually. ML models can be trained on large datasets of labeled PCG recordings, which can improve their accuracy in detecting and diagnosing heart conditions. ML-based methods can handle large amounts of data, which is important in PCG as it requires analyzing audio signals over time and adapting to new data, and improving their performance over time, which can be useful in handling diverse populations and detecting new conditions [5].

Using ML-based approaches to achieve real-time heart disease detection from audio signals is challenging because heart sounds can vary significantly depending on factors such as the person's age, sex, and underlying medical conditions [6]. This makes it difficult to develop an ML model that can accurately detect and classify heart sounds in a wide range of individuals. Heart sounds can be difficult to distinguish from other sounds in the body, such as breathing and blood flow [7]. Additionally, external noise such as background noise or equipment noise can also interfere with the recording and analysis of heart sounds [5]. Collecting a large and diverse dataset of heart sounds for training machine learning models can be difficult and time-consuming.

Heart sounds are complex and have a lot of variations, which can make it difficult for machine learning algorithms to accurately classify them. Overfitting is a common problem when building machine learning models, and can occur when a model is trained on a limited dataset and then performs poorly on new, unseen data [8]. The interpretation of phonocardiography signals requires expertise and knowledge of human anatomy and physiology, this is a challenge when using machine learning algorithms to interpret the signals. Designing a phonocardiography system using machine learning is a big challenge because it requires overcoming several
technical and logistical hurdles in accurately and reliably detecting a classifying heart sound [9]. The core phases involved in the phonocardiography process i.e., segmentation, feature extraction, and final classification results, are all considerably impacted by denoising. Preprocessing is required in phonocardiography systems to clean and enhance the quality of the raw phonocardiography signal before it is further analyzed.

It is necessary to create these components, incorporating the applicable criteria that follow.

II. AN OVERVIEW OF PHONOCARDIOGRAPHY

Machine Learning based phonocardiography systems models used in real-time to analyze Phonocardiography (PCG) recordings and provide diagnostic information, which can be useful in critical care settings. Overall, the combination of machine learning and PCG data can provide more accurate and objective results and helps to improve the diagnosis and monitoring of heart conditions [10]. The generic ML-based phonocardiography systems are depicted in Fig. 1.

![Fig. 1. ML-based phonocardiography general framework.](image)

A. Heart Sound Signal

Heart sound signals, also known as phonocardiograms or PCG signals, are acoustic signals generated by the mechanical activities of the heart. These signals provide important information about the structure, function, and abnormalities of the cardiovascular system. Heart sound signals typically consist of two prominent components: the first heart sound (S1) and the second heart sound (S2). S1 is produced by the closure of the mitral and tricuspid valves during the systolic phase of the cardiac cycle, while S2 is generated by the closure of the aortic and pulmonary valves during the diastolic phase. These components are accompanied by additional sounds such as the third heart sound (S3) and fourth heart sound (S4), which can indicate specific cardiac conditions.

Heart sound signals are characterized by their duration, intensity, frequency content, and temporal relationships between different components. They contain valuable information about heart rate, heart rhythm, valve function, and the presence of murmurs, stenosis, or other cardiovascular abnormalities. Traditionally, heart sound signals were recorded using specialized electronic stethoscopes or phonocardiography equipment. However, with advancements in technology, heart sound signals can now be captured using digital stethoscopes, wearable devices, or even smartphone applications equipped with appropriate sensors.

Heart sounds (signals) are produced from a specific cardiac event such as the closure of a valve or tensing of a chordae tendineae. Most normal heart sound (Lub, Dub) signal rates at rest are between about 60 and 100 beats per minute. Sound is the pressure of air propagating to our ears. The digital audio file is gotten from a sound sensor that can detect sound waves and convert them to electrical signals.

B. Normal Heart Sound Signal

Normal heart sounds, also known as physiological heart sounds, are the characteristic sounds produced by a healthy heart during its regular functioning. These sounds are a result of the synchronized mechanical activities of the heart's valves and chambers. The normal heart sound consists of two primary components: the first heart sound (S1) and the second heart sound (S2). S1 is a low-frequency sound that occurs at the beginning of each cardiac cycle and is caused by the closure of the mitral and tricuspid valves. S2 is a higher-pitched sound that occurs at the end of the cardiac cycle and is produced by the closure of the aortic and pulmonary valves. These two sounds create the familiar "lub-dub" rhythm associated with a normal heartbeat. The normal heart sound signifies the proper functioning of the heart's valves and chambers, reflecting a healthy cardiovascular system. Understanding the characteristics and timing of normal heart sounds is crucial in differentiating them from abnormal sounds and diagnosing various cardiac conditions [11].

C. Artifact Heart Sound Signal

Artifact heart sounds refer to extraneous or spurious sounds that may be inadvertently recorded or introduced during the process of capturing heart sound signals. These sounds are not of physiological origin and do not reflect the actual functioning of the heart. Artifact heart sounds can arise from various sources, such as environmental noise, patient movement, electrical interference, or improper placement of the recording device. They can manifest as random noise, clicking sounds, buzzing, or other irregular patterns that may obscure or distort the true heart sounds. Artifact heart sounds pose a challenge in the accurate analysis and interpretation of heart sound signals, as they can interfere with the detection of abnormal cardiac conditions or mask important diagnostic information. Efforts are made to minimize artifacts during data collection by ensuring proper recording techniques, reducing environmental noise and employing noise cancellation methods. Additionally, careful signal processing and expert interpretation are essential to distinguish artifact heart sounds from genuine physiological sounds and ensure the reliability and accuracy of heart sound analysis in clinical practice and research [12].

D. Extrastole Heart Sound Signal

Extrastole, also known as an extra heart sound or premature beat, refers to an abnormal additional sound that occurs in the cardiac cycle, occurring either before or after the normal heart sounds. It is typically characterized by a distinctive "gallop" or "clicking" sound. Extrastole is caused by premature contractions of the heart's ventricles, atria, or both. These premature contractions disrupt the normal rhythm and timing of the cardiac cycle. Common types of Extrastole include atrial premature complexes (APCs) and ventricular premature complexes (VPCs). Extrastole can be indicative of underlying heart conditions such as arrhythmias, valvular disorders, or heart muscle abnormalities. Detecting and analyzing Extrastole in heart sound signals is crucial for diagnosing and monitoring cardiac abnormalities. Advanced signal processing techniques and machine learning algorithms are employed to identify and
classify Extrastole patterns accurately. Understanding the presence and characteristics of Extrastole heart sounds aids in the comprehensive evaluation and management of cardiovascular health [13].

E. Extrahls Heart Sound Signal

Extrahls, also known as extraneous heart sounds or adventitious heart sounds, refer to abnormal sounds that are superimposed on normal heart sound signals. These sounds are not typically associated with the regular functioning of the heart and can arise from various pathological conditions or abnormalities within the cardiovascular system. Extrahls can manifest as additional clicks, murmurs, or abnormal sounds that occur in addition to the first and second heart sounds. They can be indicative of structural heart defects, valve abnormalities, turbulent blood flow, or other cardiac disorders. Analyzing Extrahls in heart sound signals is crucial for diagnosing and monitoring cardiovascular conditions, as they can provide valuable insights into the presence and severity of cardiac abnormalities. Advanced signal processing techniques, such as spectrogram analysis, wavelet analysis, or machine learning algorithms, are employed to identify and characterize Extrahls accurately. By detecting and analyzing Extrahls in heart sound signals, clinicians and researchers can improve their understanding of cardiac pathologies and make informed decisions regarding patient care and treatment strategies [14].

F. Murmur Heart Sound Signal

Murmur heart sound signals refer to abnormal or atypical sounds that are heard during auscultation of the heart. Murmurs are characterized by a prolonged, swishing, or whooshing sound that occurs between the normal heart sounds (S1 and S2). These sounds are caused by turbulent blood flow within the heart or blood vessels, typically due to structural abnormalities such as valve defects, stenosis, regurgitation, or abnormal blood flow patterns. Murmurs can be classified based on their timing, intensity, pitch, and location within the cardiac cycle. They are often graded on a scale from 1 to 6, with higher grades indicating more pronounced murmurs. Accurate identification and characterization of murmurs in heart sound signals are crucial for diagnosing and managing various cardiovascular conditions. Advanced signal processing techniques, such as spectral analysis, time-frequency analysis, or machine learning algorithms, can aid in the automated detection and classification of murmur patterns. By analyzing murmurs in heart sound signals, healthcare professionals can assess the severity of underlying cardiac abnormalities, determine appropriate treatment strategies, and monitor the effectiveness of interventions for improved patient care [12].

Table I depicts a human’s heart-generated sound Wave-form signal.

<table>
<thead>
<tr>
<th>S.No</th>
<th>Heart State</th>
<th>Human’s Heart Generated Sound Wave-form Signal</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Normal</td>
<td><img src="image1" alt="Normal Heart Sound Wave-form Signal" /></td>
</tr>
<tr>
<td>2</td>
<td>Artifact</td>
<td><img src="image2" alt="Artifact Heart Sound Wave-form Signal" /></td>
</tr>
<tr>
<td>3</td>
<td>Extrastole</td>
<td><img src="image3" alt="Extrastole Heart Sound Wave-form Signal" /></td>
</tr>
<tr>
<td>4</td>
<td>Extrahls</td>
<td><img src="image4" alt="Extrahls Heart Sound Wave-form Signal" /></td>
</tr>
<tr>
<td>5</td>
<td>Murmur</td>
<td><img src="image5" alt="Murmur Heart Sound Wave-form Signal" /></td>
</tr>
</tbody>
</table>
G. Signal Denoising

Signal denoising refers to the process of removing unwanted noise or interference from a signal while preserving the underlying information of interest. It is a fundamental technique in signal processing used to improve the quality and reliability of signals in various domains, such as audio, image, and biomedical signals. The presence of noise in a signal can distort or mask important features, making it challenging to extract meaningful information or make accurate measurements. Signal denoising methods aim to reduce or eliminate this noise, enhancing the signal’s clarity and fidelity. These methods employ various techniques, such as filtering, statistical analysis, wavelet transforms, or machine learning algorithms, to suppress or attenuate the noise components while preserving the desired signal components. Signal denoising is widely used in applications where the accuracy and reliability of signal analysis, interpretation, or decision-making are critical, allowing researchers, engineers, and practitioners to obtain cleaner and more accurate signals for further analysis or processing.

Signal denoising is highly important in various applications due to its ability to enhance signal quality, improve data analysis accuracy, facilitate signal interpretation, increase measurement precision, optimize signal processing techniques, enable better signal visualization, and enhance communication and signal transmission reliability. By removing unwanted noise and interference from signals, signal denoising improves the accuracy, clarity, and reliability of the underlying information, leading to more meaningful analysis, interpretation, and decision-making. It is a crucial step in fields such as biomedical signal processing, image and audio processing, communication systems, and scientific research, where accurate and reliable signal analysis is essential for successful outcomes.

Environmental interferences, such as those caused by friction between the device and a human’s skin, Electromagnetic Interference (EI), and unrelated noises like breath, lung, and ambient sounds, can readily interfere with the process of recording heart sounds [15]. Because signals in the form of sound generated by the human heart are frequently paired with EI, out-of-band noise must be removed. The segmentation, feature extraction, and final classification results are all considerably impacted by denoising. Wavelet denoising, variational mode deconstruction denoising, and Digital Filter Denoising (DFD) are the three most often used denoising techniques [16]. A new line of study in the field of heart sound feature extraction is the creation of a wavelet function for the human heart’s signals based on the past understanding of heart sound data [17].

A sound spectrum refers to the distribution of the different frequencies present in a sound signal. It represents the energy or intensity of each frequency component within the signal. The spectrum provides valuable information about the composition and characteristics of the sound, allowing for the identification and analysis of specific frequency components. In the context of heart sound signals, a sound spectrum can reveal the presence and intensity of different sound frequencies associated with normal or abnormal heart sounds. By analyzing the spectrum, healthcare professionals and researchers can gain insights into the underlying physiological conditions and abnormalities of the heart.

Spectral analysis techniques, such as Fourier transform or wavelet transform, are commonly employed to compute the sound spectrum and visualize the frequency content of the signal. This information can assist in the diagnosis, monitoring, and treatment of various cardiovascular disorders, providing valuable insights into the acoustic properties of the heart. Table II depicts different Heart Sound spectrums after denoising of heart’s sound wave signal.

H. Signal Segmentation

Signal segmentation is a fundamental process in signal processing that involves dividing a continuous signal into shorter segments or intervals. This technique is essential for isolating specific regions of interest within a signal, allowing for targeted analysis and processing. Signal segmentation is commonly used in various fields, such as speech recognition, audio processing, image analysis, and biomedical signal analysis. By segmenting a signal, researchers can focus on specific time intervals or frequency components for further analysis, enabling the extraction of meaningful features and patterns. This approach facilitates tasks such as event detection, signal classification, anomaly detection, and time-frequency analysis. Additionally, signal segmentation helps in dealing with non-stationary signals by breaking them down into smaller, more manageable segments. Overall, signal segmentation plays a vital role in signal processing applications, allowing researchers and practitioners to effectively analyze and understand complex signals by examining their constituent segments individually.

As part of the segmentation process, the heart sounds of the first human (S1), the second human (S2), and the diastole are split into four parts or segments. Each section has useful components that help distinguish between the different types of heart sounds. However, individual differences in the length of the human heartbeat beat cycle, the number of human heart sounds, and the kinds of heart murmurs result in erroneous PCG signal segmentation. Thus, segmenting the FHS is a crucial step in the automated PCG analysis process.

In recent years, envelope-based techniques have been among the most frequently utilized techniques for segmenting heart sounds [18], [19]. Electrocardiogram (EKG) [20], feature-based methods [21], time-frequency analysis methods [22], and probabilistic model methods [23], [24], [25], [26] are some important segmentation methods. The underlying premise of the employed algorithms is that the diastolic interval is more prolonged than the systolic time. In actuality, especially in newborns and cardiac patients, this supposition is not always accurate for an aberrant heart sound [27]. Based on the similarity between the ECG and the human heart signals, it has been discovered that algorithms that combine the cardiac cycle with an ECG signal perform better at segmenting data. They do have higher hardware and software requirements, though.
### TABLE II. HEART SOUND SPECTRUM, X-AXIS REPRESENTS FREQUENCY AND Y-AXIS REPRESENTS MAGNITUDE (GENERATED BY USING PYTHON LIBRARY: MATPLOTLIB)

<table>
<thead>
<tr>
<th>S.No</th>
<th>Heart State</th>
<th>Human’s Heart Sound Signal Spectrum</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Normal</td>
<td><img src="image1" alt="Normal Heart" /></td>
</tr>
<tr>
<td>2.</td>
<td>Artifact</td>
<td><img src="image2" alt="Artifact" /></td>
</tr>
<tr>
<td>3.</td>
<td>Extrastole</td>
<td><img src="image3" alt="Extrastole" /></td>
</tr>
<tr>
<td>4.</td>
<td>Extrahls</td>
<td><img src="image4" alt="Extrahls" /></td>
</tr>
<tr>
<td>5.</td>
<td>Murmur</td>
<td><img src="image5" alt="Murmur" /></td>
</tr>
</tbody>
</table>

Humans can hear sound not only at a particular time by its intensity but also by its pitch. The pitch is the frequency of the sound, a higher pitch corresponds to a higher frequency, and vice versa. So, to have a representation that is closer to the human brain, another dimension which is frequency is added to the representation, which is the spectrogram.

### III. REVIEW

This review will provide a compendious review of Phonocardiography, Machine Learning (ML) literature including experimental, empirical, and theoretical studies. The modern advancements and contributions from recent studies related to major and compelling administration depict this research.

Previously proposed phonocardiography, Machine learning techniques such as Deep Learning (DL), Extreme Learning Machines (ELMs), Deep Extreme Learning Machines (DELMs), and previous technologies and techniques are comprehensively reviewed. The literature mentioned is either the most benchmark research contributions, most relevant, highly cited, or published in well-reputed research journals.

#### A. Phonocardiography

Phonocardiography is a non-invasive diagnostic technique used to capture and analyze the sounds produced by the heart during its normal functioning. It involves recording the sounds made by the heart using a sensitive microphone or electronic sensor and then analyzing the recordings to identify any abnormal sounds or patterns that may indicate the presence of heart disease. Fig. 2 shows the Phonocardiography Signals of Normal Heart. In the phonocardiograph, the process of determining the state of the heart is done using the waves that come from the heart, and the process of classification of the heartbeats is done as normal and abnormal [28].

![Fig. 2. Phonocardiography signals of normal heart.](image6)
The normal is defined as the state that an adult’s blood pressure at rest varied from 60 to 100 beats per minute. In general, improved cardiac function and improved cardiovascular health are demonstrated by a lower resting heart rate. As for the abnormal state, the heart is in a state of disorder, unstable, and known any erratic heartbeat is known to be an abnormal heart rate or an increased heart rate. An irregular heart rhythm (rapid heartbeat, called tachyarrhythmia, or slow pulse, called slow arrhythmia-bradyarrhythmia) can accompany arrhythmia [29]. Fig. 3 shows the Phonocardiography Wave Signals of Arrhythmia-Bradyarrhythmia.

One of the most prominent application features of phonocardiography is the detection and monitoring of the evaluate the effectiveness of treatment of the key heart abnormalities symptoms like ventricular dysfunction, aortic regurgitation, mitral regurgitation, aortic stenosis, heart failure, hypertrophic cardiomyopathy, tricuspid regurgitation, coronary artery disease, pulmonic stenosis, atrial fibrillation, ventricular tachycardia, heart murmurs, aortic aneurysms, systolic heart murmurs, ventricular hypertrophy, ventricular septal defects and ductus arteriosus [30].

Left ventricular dysfunction refers to a condition where the heart's left ventricle, which is responsible for pumping oxygenated blood to the rest of the body, is not functioning properly. This can occur due to a variety of reasons, including damage to the heart muscle, high blood pressure, heart valve problems, or coronary artery disease. Left ventricular dysfunction can lead to a range of symptoms, including shortness of breath, fatigue, swelling in the legs and feet, and chest pain. It can also increase the risk of heart failure, heart attack, and other cardiovascular complications.

Phonocardiography-based detection of left ventricular dysfunction was reviewed in detail by Jagannath [31].

Some notable contributions along with the feature extraction techniques, datasets, modeling techniques, and results are depicted in Table III.

From Table III, it can be noted that most of the research work has been done using different feature extraction techniques including MFCC. Also, different researchers used different machine learning techniques like KNN, ANN, and SVM.

All the results have differences due to the use of different datasets, feature extraction techniques, and machine learning techniques. Most of the datasets used were private and the researchers did not share their data set on the web, or in other words, we can say that those data sets are not publicly available. We have found that Ziaee Hospital recorded Ardakan dataset. The dataset contains 148 PCG signals from 22 subjects (8 males, 14 females; between 3 and 85 years old), unfortunately, the data is not publicly available from the literature.

![Fig. 3. Phonocardiography wave signals of arrhythmia-bradyarrhythmia.](image)

**TABLE III. DETAILS OF FEATURE EXTRACTION AND ACCURACY**

<table>
<thead>
<tr>
<th>Article</th>
<th>Feature Extraction Technique</th>
<th>Machine Learning Techniques</th>
<th>Dataset</th>
<th>Results Accuracy in %</th>
</tr>
</thead>
<tbody>
<tr>
<td>[32]</td>
<td>MFCC</td>
<td>CNN</td>
<td>PASCAL</td>
<td>87.65</td>
</tr>
<tr>
<td>[33]</td>
<td>SEE, HT, MFCC, WT</td>
<td>SVM, KNN</td>
<td>hospital in Ardakan</td>
<td>98.78</td>
</tr>
<tr>
<td>[34]</td>
<td>WPT, SVD</td>
<td>CNN, RNN, LSTM</td>
<td>PhysioNet</td>
<td>79.8</td>
</tr>
<tr>
<td>[35]</td>
<td>MFCC, Time &amp; Freq</td>
<td>HMM, SVM, CNN</td>
<td>PhysioNet</td>
<td>89.22</td>
</tr>
<tr>
<td>[36]</td>
<td>MFCC</td>
<td>DFT, CNN</td>
<td>PhysioNet</td>
<td>86.02</td>
</tr>
<tr>
<td>[37]</td>
<td>MFCC</td>
<td>CNN, Springer’s algorithm</td>
<td>PASCAL</td>
<td>90.4</td>
</tr>
<tr>
<td>[38]</td>
<td>DL</td>
<td>RNN, LSTM, GRU</td>
<td>PASCAL</td>
<td>76.9</td>
</tr>
<tr>
<td>[39]</td>
<td>MFCC</td>
<td>SVM, RF, MLP</td>
<td>PhysioNet</td>
<td>84.88</td>
</tr>
<tr>
<td>[40]</td>
<td>FT, WT, FLP</td>
<td>LVQ, PNN, LS-SVM</td>
<td>PhysioNet</td>
<td>98</td>
</tr>
<tr>
<td>[41]</td>
<td>MN, SD, RPAB, SC</td>
<td>SVM</td>
<td>Not available</td>
<td>71.13</td>
</tr>
<tr>
<td>[70]</td>
<td>LDA</td>
<td>K-mean</td>
<td>Peter Bentley heart sound</td>
<td>84.39</td>
</tr>
</tbody>
</table>

www.ijacsa.thesai.org
Another dataset that some researchers have used is GitHub. GitHub dataset they have obtained the PCG signals from a public database but the best result was from GitHub. There are 1,000 PCG recordings present in the database for different subjects. Out of these 1,000 recordings each class contains 200 recordings. There are five classes of PCG signals given in the database namely the healthy control (HC), AS, MS, MR, and mitral valve collapse (MVP). Most of this dataset it’s not clear and even the data set is not labeled.

Considered the most popular among the research and the most used in the experiment, the dataset (PASCAL challenge dataset) consists of 312 auscultations collected in the Real Hospital Portugués (RHP) Maternal and Fetal Cardiology Unit in Recife, Brazil, using the DigiScope. Each inspection is reported for six to ten seconds. The normal count is 200. And the abnormal count of 112. In reference [37] the collected dataset is divided into two parts: Dataset A contains 31 normal heart sounds and 34 abnormal heart sounds. For the training set, 15 normal and 17 abnormal sounds are selected, and the rest is for the test. Dataset B contains 200 normal and 66 murmurs, 100 normal and 33 abnormal for the training, and the rest is left for the test.

After we collected a large number of databases and searched for them, we found that what is publicly available is PASCAL and PhysioNet. Thus our research based on them in addition to the availability of a new database called (heartbeat sound) through the site “Kaggle” which is the largest site for contests and review of databases.

B. Mel-Frequency Cepstral Coefficients

Mel Frequency Cepstral Coefficients (MFCC) is a feature extraction technique used in speech processing and audio signal analysis. The MFCC algorithm was first proposed by Davis and Mermelstein in 1980 [42]. It has since become one of the most widely used techniques in speech and audio signal processing. The basic intuition behind MFCC is to extract a compact representation of the spectral envelope of an audio signal, which can then be used for further analysis. The spectral envelope is essentially a smoothed version of the power spectrum of the signal, and it contains information about the distribution of energy across different frequency bands [43]. Fig. 4 shows the signal in the Time Domain.

To extract the spectral envelope, the MFCC algorithm first divides the signal into short overlapping frames, typically 20-40 MS in duration. Each frame is then transformed into the frequency domain using a Fourier Transform. The resulting frequency spectrum is then passed through a bank of Mel-scale filter banks, which are spaced uniformly on the Mel-scale, a perceptual scale that is more closely related to the way humans perceive pitch than the linear frequency scale [44]. The output of each filter bank is then logarithmically scaled, and the resulting values are transformed using the Discrete Cosine Transform (DCT) to obtain the MFCCs.

The DCT is used to decorrelate the filter bank outputs and to obtain a set of décor-related coefficients that are more suitable for further analysis [45]. The number of MFCCs extracted depends on the specific application, but typically, 12-13 coefficients are used for speech recognition tasks. The resulting MFCCs can be used as features for machine learning algorithms such as Hidden Markov Models (HMMs), which are commonly used in speech recognition [2].

A Comparative Study on MFCC and MEL spectrogram features for automatic speech recognition presented by J.M. Azevedo, et al. [46]. This study compared the performance of MFCC and Mel spectrogram features for automatic speech recognition using deep learning models. The results showed that Mel spectrogram features outperformed MFCCs in terms of recognition accuracy [46].

Exploring the impact of MFCC and its derivatives on EEG-based emotion recognition was proposed by S. Almogbel, et al. [47]. In this study, the authors investigated the use of MFCC and its derivatives for EEG-based emotion recognition. The results showed that incorporating MFCC and its derivatives improved the accuracy of emotion recognition compared to using raw EEG signals alone [47].

MFCC-based speech enhancement using Deep Neural Networks (DNN) was investigated by Mohamed, et al. [48]. This study proposed a deep neural network-based approach for speech enhancement using MFCC features. The results showed that the proposed approach improved speech quality and intelligibility compared to traditional MFCC-based speech enhancement methods [48]. MFCC and its derivatives-based features extraction for automated speech recognition of spontaneous Tamil language was put forward by S. Sivaprasakasam, et al. [49]. This study investigated the use of MFCC and its derivatives for automated speech recognition of the spontaneous Tamil language. The results showed that using higher-order derivatives of MFCCs improved the recognition accuracy compared to using only MFCCs [49].

Comparison of MFCC and Gamma tone filter bank features for speech emotion recognition presented by S. Mohapatra and S. Lenka [50]. This study compared the performance of MFCC and gamma tone filter bank features for speech emotion recognition using machine learning models. The results showed that both features performed similarly in terms of recognition accuracy [50]. An Improved MFCC algorithm for speech recognition lodge by J. Wu, et al. [51]. This study proposed an improved MFCC algorithm for speech recognition by adding a Gaussian filter to the Mel filter bank. The results showed that the proposed algorithm outperformed traditional MFCCs in terms of recognition accuracy [51].

A Comparative Study of MFCC and Gammatone Filter Bank features for phoneme recognition advanced by Y. Sun, et al. [52]. This study compared the performance of MFCC and Gammatone filter bank features for phoneme recognition using deep learning models. The results showed that Gammatone filter bank features outperformed MFCCs in terms of recognition accuracy [52].
Speaker recognition based on MFCC and XGBoost initiated by Z. Yang, et al. [53]. This study proposed a speaker recognition system based on MFCC features and XGBoost, a gradient-boosting algorithm. The results showed that the proposed system achieved high accuracy in speaker recognition tasks [53]. A Comparative Study of MFCC and DL features for speech emotion recognition argued by X. Liu, et al. [54]. This study compared the performance of MFCC and deep learning features for speech emotion recognition. The results showed that deep learning features outperformed MFCCs in terms of recognition accuracy [54].

MFCC-based speech separation using Convolutional Recurrent Neural Networks tender by M. Hossain, et al. [55]. This study proposed a convolutional recurrent neural network-based approach for speech separation using MFCC features. The results showed that the proposed approach outperformed traditional MFCC-based speech separation methods [55].

C. Machine Learning and Medical Diagnosis

Machine Learning (ML) continues to hold immense significance in medical diagnosis, especially in this digital and AI age. One of its key contributions lies in the increased accuracy it offers. ML algorithms possess the capability to analyze vast amounts of medical data, encompassing patient records, medical images, and genomic information. By identifying complex patterns and relationships within this data, ML models can provide more accurate and reliable diagnoses, often surpassing human capabilities. ML algorithms excel at the early detection and prevention of diseases by analyzing patient data over time; these models can identify subtle indicators and early signs of conditions such as cancer, heart disease, or neurological disorders. Early detection enables healthcare professionals to intervene sooner, improving patient outcomes and potentially saving lives. ML also enables personalized medicine, as it allows for the development of tailored treatment plans based on an individual’s unique characteristics, such as genetics, lifestyle, and medical history. By considering these factors, ML algorithms can predict the effectiveness of different treatment options, helping physicians make informed decisions that are specifically catered to each patient’s needs [56].

In the field of medical imaging, and medicine phonography, ML algorithms have made significant strides. They can automatically analyze and interpret medical images like X-rays, MRIs, and CT scans, detecting patterns and anomalies that may be challenging for human observers to identify from the image, and sound data. This capability enhances radiologists’ efficiency and accuracy, leading to more precise diagnoses and reducing the chances of misinterpretation. ML’s integration into electronic health records (EHRs) enables the analysis of large-scale patient data, allowing for data integration and decision support. ML algorithms can uncover hidden correlations between symptoms, risk factors, and treatment outcomes, providing healthcare professionals with valuable insights to make informed decisions. ML-powered decision support systems can suggest diagnoses, treatment plans, and medication recommendations, ultimately improving the overall quality of patient care [57].

Furthermore, ML contributes to increased efficiency and cost savings in healthcare. By automating time-consuming tasks like data entry, documentation, and administrative processes, ML frees healthcare providers to focus more on direct patient care, reducing the burden of paperwork and enhancing operational efficiency. Additionally, ML helps optimize resource allocation and treatment pathways, potentially reducing healthcare costs.

ML process passes through many phases like pre-processing, learning, and evaluation. Data is mostly in the form of unstructured, inconsistent, incomplete, redundant, heterogeneous, as well as noisy. Using techniques like data cleaning, extraction, fusion, transformation, etc. data pre-processing helps prepare raw data usable and consistent for the subsequent phases. The learning phase selects algorithms of learning and refines the parameters of the model to get the required results through the usage of the pre-processed input data. The evaluation phase follows to ensure the attained performance of the learning model, i.e. performance evaluation of the learning algorithm included the selection of dataset, error estimation, measuring performance, and the different tests of statistics. The results of the evaluation phase may lead to the parameters of adjusting for the selected learning algorithm or selecting various algorithms and classifiers. Through the multiple facets like nature of learning, learning target, type of input data, data availability timing, users (stakeholders), and domain factors. Fig. 5, illustrates the Machine Learning framework.
D. Supervised Learning

There are three major administrations of conventional machine learning which are supervised, unsupervised, and semi-supervised learning. Supervised learning (SL) is claimed as the uttermost decisive and intrusive annex of machine learning (ML) and pattern recognition. In supervised learning, the learning system is commenced with examples of input and output braces and the prime objective is to learn a function that decorously maps inputs and outputs [58].

Supervised machine learning which is also known as a classification learning advent is employed for analyzing training or labeled data to draft concealed and unseen instances of data for future and imminent classification. To train a classifier that learns to differentiate between different pattern classes, extracted features from recognition units are used [59]. The supervised learning approach carves an acceptable amount of training data or labeled data for the classification of unseen test data [1].

SL, which is also called sometimes a classification learning advent, is implemented for data labeling or training analysis for drafting unseen and concealed data instances for both the imminent and future classification. In training, a classifier for learning to differentiate between the distinct pattern’s classes and extracted features from the units of recognition are utilized. The SL approach carves an acceptable amount of training data or labeled data for the classification of unseen test data [59]. The SL model is shown in Fig. 6.

![Supervised machine learning model](image)

E. Artificial Neural Network

Being an SL-based information processing discipline, Artificial Neural Network (ANN) is used for solving circuitous problems. Besides, ANN facilitates understanding the conduct of complex systems through the usage of computer simulations. The final objective of the ANN paradigm is to solve computational problems in the way, the human brain would do. A very simple ANN comprises abounding elementary nodes/processors, often dubbed neurons. These neurons cause a catenation of real-valued activation. Apart from that, sensory input is evoked by the input neurons through the perception of the environment. In the same way, other neurons receive the input of activation from weighted connections of the past antecedent neurons. In this way, only a few neurons, output neurons, for instance, may affect the environment through various prompting actions [60].

The discipline of ANN can be thought of as a set of massively parallel computing systems comprising many interconnected processors. ANN models try to utilize organizational principles like generalization, learning, and computation in a network of weighted graphs. The nodes being used in this network are artificial neurons. Further, the edges with the weights are joined with the input and the output neurons. In ANN, the process of learning is the determination of weights that force the ANN to show the expected behavior or output. Comprehending the conduct of neurons may entail an array of computational stages and phases in a non-linear manner. Further, each stage converts the network’s accumulated activation. Specifically, the techniques of ANN deputize the credit beyond many such stages. Besides, this paradigm is normally adopted due to its vibrant adequacy of the mapping for nonlinear systems [61].

F. Extreme Learning Machines

Both the DL and the classical ML techniques proved a springboard for yet another efficient approach to learning which was introduced during the last decade. This new approach to learning is termed Extreme Learning Machines (ELM). ELM based on the SL approach has been introduced by Huang et al. [62]. Both the bias of ELM and the spawning of input weights in a random fashion are the source of major anomalies between classical DL and ELMs, which are prone to fast learning speed [63]. On the other hand, ELM is a very straightforward, naive, and efficient algorithm, which stands on the principle of Single Layer Feed-Forward Neural Networks (SLF-FNN).

ELM is a special architecture of a Multi-Layer Neural Network, consisting of a Single-Layer Feed-Forward Neural Network (SLFFNN) equipped with hidden neurons, and designated input weights. Further, it has random bias values in the hidden layer, whereas the output is computed by utilizing single multiplication of the weights of the vector matrix. ELM utilizes SLFFNN due to its sufficiency to advance any continuous function and to assert any discontinuous area. If we compare the efficiency of ELM and traditional Back Propagation Neural Networks (BP-NN), the ELM has far better learning time for N sample data. In ELM settings, parameters being used in the hidden layers are absolute i.e., independent of the data. Further, hidden level parameters for the function of activation are haphazardly generated before the perception of training data [64], [65].

G. Deep Extreme Learning Machines

DELM is normally employed for regression and classification purposes in diverse settings since its rate of learning is very rapid. Further, it is very effective as far as the rate of computational convolution is concerned. Classical ANN algorithms require sophisticated measurements and the learning times should be very slow. Further, they can override the learning model given by Khan [66]. Deep Extreme Learning Machines (DELMs) take advantage and benefit from both ELMs and DL techniques. In the phenomenon of DELMs, hidden layers get enhanced in the network structure of ELM and the random initialization process for the weights of input-layer and initial hidden-layer weights along with the initial hidden layer’s bias.

Besides, DELMs utilize a new way to calculate the parameters to be used in all the hidden layers except the first using the Least Square Method (LSM) for calculating the output network weight [67]. DELM consists of the architecture with the multi-layer network which has been distributed in two halves. The first half of these two halves learns the original
data in depth to get the most representative novel data through the usage of ELM-AE. As far as the second half is concerned, it calculates the parameters of the network by utilizing the kernel ELM algorithm [68].

There are two main steps of the Deep Extreme Learning Machines DELMs based classification of image-set. In the first step, the global domain-specific DELM model is found by utilizing training images. In the second step, an initialization building of class-specific DELM is carried out through the usage of global representation. It is to be noted that the encoding of both domain-level, as well as class-specific properties of data, is essential in the performance of both steps [69].

IV. DISCUSSION AND CONCLUSIONS

This review paper explored various studies, research papers, and scholarly works related to the integration of phonocardiography and machine learning. This paper provides a detailed introduction that highlights the importance of phonocardiography and machine learning in the field of healthcare, providing background information on phonocardiography by discussing the components of the phonocardiogram and the challenges associated with signal acquisition and processing. Transitioning to machine learning, the algorithms used in analyzing phonocardiograms and the steps involved in developing a machine learning model.

In the view of the research that we have collected that most of the researchers use Mel-frequency cepstral coefficients (MFCC), which is one of the conventional feature extraction techniques. Looking at the machine learning techniques that researchers have tried, we found that two techniques are the most used and the highest performing, which are support vector machine and Artificial neural network (SVM, ANN).

Review outcomes provide a roadmap for future research by pinpointing underexplored areas, automated detection and classification of heart sounds for the early detection of cardiac abnormalities. Studies in arrhythmia detection, heart sound segmentation, and abnormality classification. The paper concludes with a discussion on the limitations and future directions of phonocardiography and machine learning, addressing challenges and suggesting future research possibilities including deep learning models. The presented literature review provides a comprehensive overview of phonocardiography and machine learning, covering fundamental concepts, applications, and potential advancements in the field.
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