Unraveling Ransomware: Detecting Threats with Advanced Machine Learning Algorithms
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Abstract—In our contemporary world, the pervasive influence of information technology, computer engineering, and the Internet has undeniably catalyzed innovation, fostering unparalleled economic growth and revolutionizing education. This technological juggernaut, however, has unwittingly ushered in a parallel era of new criminal frontiers, a magnet for hackers and cybercriminals. These malevolent actors exploit the vast expanse of electronic devices and interconnected networks to perpetrate an array of cybercrimes, and among these insidious digital threats, ransomware reigns supreme. Ransomware, characterized by its ominous ability to encrypt victims' data and extort payment for its release, stands as a dire menace to individuals and organizations alike. Operating with stealth and propagating with alarming alacrity through digital networks, ransomware has emerged as a formidable adversary in the digital age. This research paper focuses on the evolving stages of ransomware, driven by cutting-edge technologies, and proposes essential methods and ideas to detect and combat this menace. The proposed methodology, anchored in Cuckoo Sandbox, PE file feature extraction, and YARA rules, orchestrates three crucial phases: data collection, feature selection, and data preprocessing, all harmonizing to strengthen our defense against this concealed cyber menace. This paper contributes to the development of effective solutions for detecting and mitigating this hidden and insidious cyber threat. This work involves the application of multiple machine learning algorithms, including LSTM, which achieves an impressive accuracy of 99% in identifying ransomware attacks.

Keywords—Ransomware; cuckoo sandbox; PEFile; YARA rules; machine learning; LSTM

I. INTRODUCTION

Cybersecurity has emerged as a crucial domain within information technology and computer engineering due to the rapid advancement and widespread adoption of technologies in our daily lives. As technology continues to evolve, it brings both positive and negative impacts, making it essential to protect data, preserve individual privacy, safeguard innovation and intellectual property [1]. The primary objective of cybersecurity is to combat cybercrimes, which have significantly increased since the beginning of the 21st century.

Cybercrime is recognized as one of the most damaging and costly forms of criminal activity. Hackers and criminals exploit the power of networks, programming, and computers to steal valuable data, gain unauthorized access to bank accounts, and mass significant financial gains. Their illegal activities often remain hidden, making it challenging to trace the perpetrators and understand the extent of their actions. There are numerous methods through which individuals can become involved in cybercrime [2]. One such approach is the development and dissemination of malicious code, such as malware and ransomware, which can wreak havoc on computer systems and networks. Another technique employed by cybercriminals is launching Distributed Denial-of-Service (DDoS) attacks, which dominate servers and disrupt their ability to provide services.

Malware, or malicious software, is a wide-open problem that is difficult to solve in computer science [3]. It is a term used to describe various forms of harmful software designed to compromise computer systems, steal data, or disrupt normal operations. There are different types of malwares, including viruses, worms, Trojan horses, and ransomware [4,5]. Malware aims to change the behavior of either the operating system kernel or some security-sensitive applications without the user's consent, and all services of the system will therefore be undocumented. Some countries are developing this kind of malicious application in central intelligence for spying purposes; individuals or teams are also developing it for hijacking or showing their talent [6,7].

Ransomware is a serious threat that poses a risk to individuals and organizations. It develops rapidly because it uses newer techniques like RSA and C&C servers. These techniques are difficult to be analyzed and to be detected (binary files, payload) [8, 9]. The first ransomware attack occurred in 1989. It was a trojan called PC Cyborg/AIDS, which was created to hide the folders and encrypt the names of all the files. It targeted the files associated with the ADIS conference, and restoration is achievable provided the filename and extension encryption tables are discovered [10].

At the beginning of this decade, ransomware used new techniques. In 2013, RSA 2048-bit was the main characteristic that was implemented with the public key algorithm for ransomware. After that, it could be used as a command and control (C&C) server to communicate through the Tor network, and it became able to target only specific types of file extensions [9, 11].

Encryption methods in ransomware have been significantly developed. For example, in 2015, most ransomware families were using the default configuration of AES file encryption and getting payment via Bitcoin. Later in 2017, the encryption became hybrid, using the AES algorithm to encrypt the files and RSA to encrypt the AES key [11]. According to [8, 12, 13], ransomware has been separated by researchers into many major types according to how it works methodologically and
what kinds of effects that will cause. First, Crypto-Ransomware. Once the ransomware infects the target's device, the virus stealthily detects and encrypts the victim's important files, and the user will not be able to access, use, or get data until he pays the ransom. Second, Locker-Ransomware, which doesn't encrypt the data, has turned its focus to blocking access to the user’s equipment and information by disabling the user interface. Third, MBR-Ransomware works to encrypt the Master Boot Record table on the victim's PC, which means the files will be safe and not affected by encryption, but the system will not recognize the location of files and their mac Ransomware and Mobile-Ransomware.

Some of the researchers [8, 14, 15] also found that there are three types of ransomware according to the style of encryption algorithm that has been used (see Fig. 1). These types are:

- **Symmetric Ransomware**: It uses symmetrical encryption algorithms like AES and DES to encrypt the victim's data; in this type, the encryption and decryption use the same key.
- **Asymmetric Ransomware**: It uses an asymmetrical encryption algorithm, and ransomware is embedded with a public key to encrypt the victim's data, or it downloads during connection with a command and control (C&C) server, but the private key is saved only with the attacker, which is impossible to get without paying.
- **Hybrid Ransomware**: It uses symmetrical encryption to encrypt the victim's files, but the symmetric key will be encrypted by an asymmetric encryption algorithm. This technique takes advantage of both symmetric and asymmetric encryption.

The 2022 update of the Verizon Data Breach Investigations Report (DBIR), as shown in Fig. 2, reveals a concerning trend in the rise of ransomware attacks. According to the report, the number of ransomware incidents surged by 13% between 2020 and 2021, surpassing the combined increase of the previous five years. This significant escalation in ransomware incidents highlights the growing threat posed by cybercriminals targeting organizations across various sectors [16].

Ransomware detection relies on two core analyses: static and dynamic. Static analysis examines code without execution, offering security but struggling with packed or obfuscated malware. Dynamic analysis executes code in a controlled environment, effectively capturing behavioural patterns but posing security risks. Often, a hybrid approach combines these methods with others to maximize accuracy and minimize associated risks.

This research paper is driven by three core objectives. Firstly, it aims to establish a robust system for the early identification of ransomware threats, prioritizing swift detection to minimize potential damage inflicted upon data and computer systems. Secondly, the paper endeavors to raise awareness among individuals and organizations regarding the substantial risks and dire consequences associated with ransomware attacks, fostering a proactive and vigilant cybersecurity mindset. Lastly, a central focus of this research is the development and implementation of effective countermeasures and response strategies to mitigate the evolving menace of ransomware. By achieving these objectives, this work not only enhances our ability to combat ransomware but also contributes significantly to the broader realm of cybersecurity, fortifying our digital defences against this persistent and pernicious cyber threat.

Fig. 1. Types of Ransomwares (a: Symmetric, b: Asymmetric, c: Hybrid).
II. RELATED WORK

Palisse et al. [17] recommended using Cryptographic approaches for proactively protecting against Ransomware. where ransomware constructs a dynamic block for calls to cryptographic APIs based on weaknesses and exploits vulnerabilities in cipher modes of operation. A mechanism termed PAYBREAK was suggested by Kolodenkerz et al. [18]. Because the system logs all of the random numbers it generates in a massive log file or database, users may use this information to exhaustively search for encryption keys. That method has proven to be quite effective. Kim et al. [19] used the same methods as the earlier researchers and developed a Deterministic Random Bit Generator (DRBG) to thwart ransomware; the DRBG is used to generate a seed, which is then combined with user DRBG data to produce a decryption key.

Poudyal et al. [20] suggested using reverse engineering to pull elements like assembly instructions and DLLs, which can subsequently be used with machine learning methods like K-fold Cross-Validation to identify ransomware. Ahmadian et al. [14] employed a system that relies on the Connection Monitor & Connection Breaker (CMCB) to identify and detect stealthy ransomware by monitoring and analysing network activity. Tseng et al. [21] and Cabaj et al. [22] conducted researches on the analysis and detection of ransomware attacks from different perspectives. They focused on analysing the HTTP and TCP protocols to identify ransomware attacks. Tseng utilised deep learning techniques for this purpose. On the other hand, Cabaj designed an approach based on Software-Defined Networking (SDN) to both detect and mitigate ransomware attacks. Cusack et al. [23] and Al Mashhadani et al. [8] proposed a framework for monitoring and analyzing data traffic during a ransomware attack. Their approach involved intercepting the communication between an infected machine, unaffected devices, and the command-and-control (C&C) server using a network protocol analyzer like Wireshark. To ensure the security of the monitoring system, they recommended implementing a firewall to shield it from potential threats. Shakir et al. [24] delved into the evolution of ransomware, tracing its development from phone antivirus and deceptive software to the emergence of crypto-ransomware. The study revealed two crucial factors driving the increase in ransomware attacks. Firstly, tracking victim payments to attackers proved to be challenging due to the use of anonymous channels, making it challenging to trace and apprehend the perpetrators. Secondly, the practicality and effectiveness of employing cryptographic technologies played a significant role in the surge of ransomware attacks. These findings shed light on the key catalysts behind the proliferation and sophistication of ransomware as a malicious threat. The approach of Homayoun et al. [25] relied on the monitoring of activity records to detect and identify ransomware attacks by utilising machine learning methods to identify specific patterns. By analysing and examining activity logs, which capture system and user behaviour, it becomes possible to uncover anomalous patterns that indicate the presence of ransomware whereas Medhat et al. [26] developed a novel framework that relies on a static analysis approach. The framework utilises YARA rules, which are a set of predefined rules for pattern matching, to extract feature rules for each file. By applying these rules and conducting a classification process, the framework can identify files or processes that exhibit ransomware-like behaviour. The details and specific workings of this framework are represented in Fig. 3.

Fig. 2. DBIR and cybersecurity ventures report.

Fig. 3. Static-based framework for ransomware detection [25].
Detecting ransomware is a complex task due to its ever-changing nature, requiring researchers and security professionals to employ diverse strategies. One recommended approach involves monitoring the Master File Table (MFT) for any unusual activity or modifications, as ransomware often targets and encrypts files. Another approach involves leveraging machine learning models to search for specific language patterns associated with ransomware. By analyzing text data using these models, suspicious indicators can be identified. Additionally, examining data flow and network traffic can help detect ransomware [27]. Moore et al. [28] introduced a novel method for detecting ransomware utilising honeypot technology, as depicted in Fig. 4. This approach encompasses several stages to enhance detection capabilities. In the behaviour stage, two tools, namely DatAdvantage and HitmanPro, are utilised. DatAdvantage employs user behaviour analytics to identify abnormal activities, while HitmanPro focuses on detecting unusual system behaviour. The network stage involves monitoring data traffic across the network to detect any exchange of file keys, a common characteristic of ransomware operations. Lastly, in the server stage, changes are monitored using the file server resource manager, and a file screening function is employed to control access and block the writing of unauthorised files. This multi-stage approach aims to provide a comprehensive detection mechanism, combining behavioural analysis, network monitoring, and server-level control to enhance ransomware detection and prevention capabilities.

The second programme tracks the ports used by WannaCry, enabling the prevention of encryption processes and the identification and containment of the ransomware's spreading behaviour.

III. METHODOLOGY

The methodology (see Fig. 5) describes a technique for detecting ransomware using Cuckoo Sandbox [31], feature extraction from Portable Executable (PE) files [32], and YARA rules [33]. By analysing the characteristics and patterns of PE files, it is possible to identify potential ransomware threats and lessen their impact. There are three main stages to prepare data to be consumed by the algorithms we test: data collection, feature selection, and data processing. Data Collection is contingent upon collecting a diverse set of PE files. This investigation encompasses both benign components, which include application and system files that form the foundation of our digital activities, as well as malicious ransomware samples obtained from VirusShare, and utilising YARA rules to detect crypto signatures. Feature Selection is applied to analyse extracted characteristics and choose the most useful ones for ransomware detection. We employ Weight of Evidence (WoE) and Information Value (IV). They are used to determine a dataset's predictive potential and select which elements are most significant for a modelling task. Utilising data preprocessing techniques, such as normalisation, dimensionality reduction, data reshaping, and feature scaling is to improve the performance of subsequent machine learning algorithms.

Ransomware can be classified into two main types: non-spreading ransomware and ransomware with worm-like characteristics. The primary objective in combating ransomware is to prevent the victim's device from being encrypted and to halt the malware's spread within and beyond the local network. Cabaj et al. [29] utilised SDN to detect non-spreading ransomware variants like CryptoWall and Locky. Their approach involved using the size of the first three HTTP Post packets in sequence as a detection mechanism. Through their implementation, they achieved a high true positive rate of 97-98%. In the case of ransomware that spreads like worms, such as WannaCry and ExPetr, researchers in [30] have suggested utilising two programmes for effective mitigation. The first programme detects and prevents WannaCry from encrypting the victim's device by monitoring and blocking communications between the ransomware and its Command-and-Control (C&C) servers through a dynamic IP blacklist.
The output of the data processing stage is now suitable to be injected into the algorithms we test. We apply four machine learning algorithms: Logistic Regression, SVM, K-Nearest Neighbor, and LSTM.

Logistic Regression [34] is a type of generalized linear model that is used for classification tasks. The goal of logistic regression is to find the best model that describes the relationship between a set of input features and a binary output variable. The model is represented by a logistic function, which maps the input features to a value between 0 and 1, representing the probability that the output variable is in one of the two classes. In logistic regression, a linear combination of input features is transformed by the logistic function [35], which is also known as the sigmoid function. The coefficients of the linear combination are learned from the training data using a technique called maximum likelihood estimation. Once the model is trained, new data can be input into the model, and the output of the logistic function can be used to predict the probability that the new data belongs to one of the two classes. It is also less prone to overfitting compared to more complex models [36].

Support vector machines (SVMs) can solve classification and regression issues [37]. SVMs find the best boundary for categorising data. This border was chosen to maximise the margin, which is the distance between the boundary and each class's closest data points. After identifying this barrier, additional data may be categorised by its side [38]. SVMs are useful when data is not linearly separable, meaning classes cannot be separated by a straight line. SVMs use the "kernel trick" to shift data into a higher-dimensional space where it may be linearly segregated [39].

The K-Nearest Neighbors (K-NN) is a kind of supervised learning that classifies unknown files in line with previously established categories [40]. Among the many categorization algorithms, K-NN is a useful algorithm for grouping unknown objects into categories with the greatest number of shared attributes [41]. K-NN presupposes that close data points belong to the same class, which may not always be true. The data distribution, characteristics, and distance metric affect K-NN's efficacy [42].

Long-short term memory (LSTM), a standard and enhanced recurrent neural network, is capable of analysing and anticipating time series problems. A memory cell composed of an input gate, a forget gate, and an output gate regulates the transmission of information in the LSTM model. The problem of expanding gradients and vanishing is resolved by LSTM's unique structure [43].

IV. EVALUATION AND RESULTS

In order to evaluate the performance of classification models, various evaluation measures are commonly utilized. These measures include accuracy, precision, recall, and the F1 Score. The confusion matrix, represented as Fig. 6, is used to assess the classifier's primary performance indicators.

Accuracy, as expressed by Eq. (1) represents the percentage of correctly classified instances in relation to the entire dataset. Precision, or Detection Rate, as given by Eq. (2), is commonly used when dealing with imbalanced datasets. It measures the proportion of correctly classified instances compared to the total instances that are correctly and incorrectly classified. Recall, described in Eq. (3), is the percentage of accurately classified instances in relation to the total number of actual positive instances. The False Alarm Rate, mentioned in Eq. (4), indicates the frequency with which attacks are misclassified or falsely identified. Finally, the F1 Score or F-measure, described by Eq. (5), provides an overall assessment of the accuracy of a test by combining precision and recall into a single metric. This provides insights into the classifier's primary performance indicators and facilitates further analysis and comparison of different models and techniques.

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \quad (1)
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \quad (2)
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \quad (3)
\]

\[
\text{False Alarm Rate} = \frac{FP}{FP + TN} \quad (4)
\]

\[
\text{F1 Score} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \quad (5)
\]

In feature selection, we have used WOE and IV as criteria for ranking and selecting variables. Variables with high IV values are considered more predictive and are more likely to be included in the final set of features, as shown in Fig. 7. By focusing on variables with strong predictive power, it can reduce dimensionality and improve the performance and interpretability of the used models.

Table I and Fig. 8 present a comprehensive overview of the performance results of different models utilized for ransomware detection, including LSTM, SVM, LR, and KNN. These findings offer valuable insights into the capabilities and effectiveness of each model in addressing the task at hand. Since the dataset consists of sequences of bits, LSTM's ability to remember and learn from previous information makes it a valuable choice. By utilizing its memory cells and gating mechanisms, the LSTM model can effectively process and interpret the sequential nature of the data, making it well-suited for the task at hand.
Fig. 7. Importance of features based on information value.

TABLE I. EXPERIMENTAL RESULTS

<table>
<thead>
<tr>
<th></th>
<th>LSTM</th>
<th>SVM</th>
<th>LR</th>
<th>KNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>TN</td>
<td>28689</td>
<td>28651</td>
<td>28342</td>
<td>28380</td>
</tr>
<tr>
<td>FN</td>
<td>235</td>
<td>283</td>
<td>592</td>
<td>494</td>
</tr>
<tr>
<td>FP</td>
<td>146</td>
<td>378</td>
<td>640</td>
<td>281</td>
</tr>
<tr>
<td>TP</td>
<td>12345</td>
<td>12103</td>
<td>11841</td>
<td>12260</td>
</tr>
<tr>
<td>Total</td>
<td>41415</td>
<td>41415</td>
<td>41415</td>
<td>41415</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.9908</td>
<td>0.98404</td>
<td>0.970252</td>
<td>0.981287</td>
</tr>
</tbody>
</table>

Support Vector Machine (SVM) and logistic regression face challenges when dealing with massive datasets due to their computational complexity, leading to longer training times as the dataset size increases. However, for smaller datasets and lower-dimensional feature spaces, K-Nearest Neighbors (KNN) remains a valuable and effective classification technique, boasting an impressive accuracy of 98%. KNN’s simplicity and ability to capture patterns make it a practical choice for such scenarios. The LSTM model exhibited the highest accuracy, achieving an impressive score of 0.9908. This indicates that the LSTM model is highly effective in detecting ransomware attacks, showcasing its ability to capture intricate patterns and temporal dependencies within the data. With such a high accuracy, the LSTM model can be considered a robust choice for ransomware detection. During the training process, the LSTM model continuously updates its internal parameters to minimize the loss, resulting in better predictions and higher accuracy over time. As the model converges, the accuracy typically improves, and the loss decreases as shown in Fig. 9.

![Visualized results of LSTM](image)

V. CONCLUSION AND FUTURE WORKS

In conclusion, the studies on ransomware detection have generally yielded positive results. Researchers have identified distinct static features in ransomware samples, such as cryptographic signatures, API methods, and file extensions, that can aid in their identification. Different approaches, including the use of surveillance and honeypots, have been explored to track down and analyze ransomware. Machine learning and classification techniques have proven to be valuable in enhancing both static and dynamic malware analysis.
Additionally, the application of deep learning, such as the LSTM model, has shown remarkable accuracy, reaching up to 99%, in detecting malware and ransomware. These findings highlight the potential of advanced techniques for improving cybersecurity measures against ransomware threats. Continued research and development in this field can further strengthen the detection and mitigation of ransomware attacks. In future work, we propose extending the dataset used for ransomware detection to include a more comprehensive set of features derived from both dynamic and static analysis. Moreover, we intend to explore the use of a hybrid algorithm combining CNN-LSTM models. This fusion of techniques has the potential to improve the accuracy and robustness of ransomware detection, paving the way for more effective defense mechanisms against evolving ransomware threats.
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