A Novel Feature Fusion for the Classification of Histopathological Carcinoma Images
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Abstract—Breast cancer is a significant global health concern, demanding advanced diagnostic approaches. Although traditional imaging and manual examinations are common, the potential of artificial intelligence (AI) and machine learning (ML) in breast cancer detection remains underexplored. This study proposes a hybrid approach combining image processing and ML methods to address breast cancer diagnosis challenges. The method utilizes feature fusion with gray-level co-occurrence matrix (GLCM), local binary patterns (LBP), and histogram features, alongside an ensemble learning technique for improved classification. Results demonstrate the approach's effectiveness in accurately classifying three carcinoma classes (ductal, lobular, and papillary). The Voting Classifier, an ensemble learning model, achieves the highest accuracy, precision, recall, and F1-scores across carcinoma classes. By harnessing feature extraction and ensemble learning, the proposed approach offers advantages such as early detection, improved accuracy, personalized medicine recommendations, and efficient analysis. Integration of AI and ML in breast cancer diagnosis shows promise for enhancing accuracy, effectiveness, and personalized patient care, supporting informed decision-making by healthcare professionals. Future research and technological advancements can refine AI-ML algorithms, contributing to earlier detection, better treatment outcomes, and higher survival rates for breast cancer patients. Validation and scalability studies are needed to confirm the effectiveness of the proposed hybrid approach. In conclusion, leveraging AI and ML techniques has the potential to revolutionize breast cancer diagnosis, leading to more accurate and personalized detection and treatment. Technology-driven advances can significantly impact breast cancer care and management.
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I. INTRODUCTION

Cancer is one of the complex and devastating diseases that continues to pose significant challenges to global healthcare systems and individuals worldwide [1]. It is one of the most dreadful diseases that is not easily curable. In the body, aberrant cells develop and spread out of control, which is a term used to describe a set of disorders called Cancer [2]. In the modern world methods like computerized tomography (CT) scans, magnetic resonance imaging (MRI) scans, positron emission tomography (PET) scans, etc. are used to detect this disease [3]. Breast cancer stands out among the numerous types of cancer as one of the commonest and worrisome forms, impacting millions of people every year [4]. Breast cancer often affects the breast tissue and frequently begins in the milk-producing glands (lobules) or the ducts that supply milk to the nipple. Mammography, a low-dose X-ray examination of the breast, is the most common technique used for the common detection of breast abnormalities [5]. In addition to this clinical breast examination is another method performed by professionals to detect it. The application of artificial intelligence and associated approaches is still not well practiced for this goal, despite the fact that there are numerous computerized automated procedures utilized for the diagnosis and detection of breast cancer [6]. Manual work that has to be done to diagnose and detect even after this automated process is still cumbersome since it demands intelligent decision-making [7]. The introduction of AI-ML on it will be the solution to it, where doctors do not need to manually examine and diagnose the disease [8]. The advancement of technology has enabled different kinds of methods to detect cancer which mainly include Liquid biopsy, Genome profiling, Image techniques, Metabolomics, Optical techniques, and finally AI-ML techniques [9]. Although these cutting-edge techniques have substantially improved cancer detection, their use may differ depending on the type and stage of the disease, the accessibility of resources, and the state of the healthcare system. Moving forward AI-ML techniques have the potential to be further honed and improved by future research and technological developments, which could ultimately result in earlier cancer diagnosis, better treatment outcomes, and higher overall survival rates for cancer patients [10]. Here we use traditional image processing and machine learning techniques in a hybrid way to realize the detection module. The major advantages of using this technique are early detection, improved accuracy, helping to suggest better personalized medicine, faster and more efficient analysis, integration and multimodal data, and continuous learning and improvement [11]. The benefits of utilizing AI-ML algorithms for cancer diagnosis, as described above, are generally very applicable to the particular situation of breast cancer.

The proposed approach is driven by a comprehensive set of motivations and potential benefits that promise to significantly advance the field of histopathological image classification. Its core aim is to elevate the accuracy and robustness of this critical task. To achieve this, the approach combines three distinct feature extraction techniques: GLCM, which captures pixel-level spatial relationships; LBP, designed to characterize intricate texture patterns; and histogram features, which provide a global view of intensity distribution within the images. By amalgamating these diverse features, the approach seeks to create a holistic representation of the carcinoma images, enabling the model to capture both local nuances and global context, thus enhancing classification.
accurate. Histopathological carcinoma images are notoriously diverse due to variations in tissue preparation, staining, and imaging conditions. Therefore, another vital motivation is to bolster the model’s resilience to such variability. The fusion of GLCM, LBP, and histogram features offers a multi-faceted approach to understanding these images, making it more adaptable to different staining protocols and equipment, ultimately resulting in a more reliable diagnostic tool.

Moreover, the approach combats overfitting—a common challenge in machine learning—by employing an ensemble of classifiers. Ensemble methods aggregate the decisions of multiple classifiers, reducing the risk of the model memorizing noise in the training data and improving its generalization performance. This becomes crucial in histopathological image classification, where datasets can be limited in size and prone to noise. Class imbalance is yet another challenge in this domain, with some carcinoma subtypes having fewer samples than others. The fusion technique, coupled with appropriate strategies like weighted voting, can help address these class imbalance issues, ensuring that the model’s performance is not skewed towards the majority class, which can be critical for effective clinical diagnosis.

The combined use of different feature types also enhances the interpretability of classification results. Researchers and clinicians can gain insights into which aspects of the images are most influential in making the classification decisions. This not only provides transparency in the model’s decision-making process but also aids in building trust in its recommendations. Additionally, the versatility of this approach extends to its potential for transferability. By fusing diverse features and leveraging ensemble classifiers, it can potentially be applied to related image classification tasks within the medical domain, paving the way for broader applicability and impact.

In essence, the given method is a forward-thinking approach that aims to improve classification accuracy, increase model robustness, and enhance the overall performance of histopathological carcinoma image classification. By integrating multiple feature extraction methods and harnessing the power of ensemble classifiers, this approach holds great promise in delivering more accurate and reliable cancer diagnoses, thus contributing significantly to the field of medical image analysis and ultimately benefiting patients and healthcare providers.

These techniques could enhance the precision, effectiveness, and personalization of breast cancer diagnosis and treatment, improving patient outcomes and assisting doctors in their decision-making [12]. In this proposed work we have used a feature fusion for extracting robust features and ensemble learning [13] for better classification performance on classifying the three classes of carcinoma images said ductal, lobular, and papillary. We have used features like GLCM, LBP [14] and Histogram [15]. The novel approach outperformed existing techniques even without using any computational heavy deep learning technique. The remaining portion of the paper is described as essential preliminaries, detailed methodology, obtained results analysis and discussions, conclusion and the future work.

II. LITERATURE REVIEW

Alqudah et al. [16] proposed a new sliding window technique for local feature extraction from 25 sliding windows for each image. They used the LBP for features extraction of each window, support vector machine (SVM) to classify the windows, and to find the final class based on the majority voting technique. For the categorization of breast cancer, Gour et al. [17] introduced ResHist, a 152-layered convolutional neural network based on residual learning. They extracted discriminative features from the histopathological images and used the data augmentation technique to enhance the model's performance. Gandomkar et al. [18] have proposed classifying hematoxylin-eosin stained breast digital slides of 81 patients resulting in 7786 images in all. They demonstrated a system known as MuDeRN, which stands for “MUlti-category classification of breast histopathological image using DEep Residual Networks.” A deep residual network (ResNet) of 152 layers has been trained to categorize patches from the images in the first stage of the project, which comprises of two stages. Second, the images classified as malignant and benign were classified into four subtypes. Using a meta-decision tree, the authors combined the outputs of ResNet’s processed images in different magnification factors. Multiscale generalized radial basis function (MSRBF) neural networks were recommended by Beltran-Perez et al. [19] for the extraction and categorization of image features. Three steps make up the architecture described in this work: first, an input-output model is derived from the image; second, high-level image features are extracted from the model; and third, a module for classification is intended to forecast breast cancer. An approach based on deep convolutional neural network that supports 16 layers (VGGNet-16) has been proposed by Kumar et al. [20] who also assessed how well the fused framework performed in comparison to other classifiers like the support vector machine and random forest. They increase the data size using data augmentation.

Li et al. [21] have evaluated histological images using convolutional neural network (CNN) architecture for classification. In order to improve feature information, authors proposed densely-connected-convolutional network (DenseNet) as the fundamental building block and interspersed it with the squeeze-and-excitation network (SENet) module. Vo et al. [22] have proposed data augmentation approaches to improve classification performance in addition to increasing the diagnosis effectiveness of biopsy tissue utilizing hematoxylin and eosin-stained images. To improve classification performance in the situation of a small number of breast cancer images and imbalanced training data, they have presented an ensemble of deep convolutional neural networks (DCNNs) trained to extract visual features from multiscale images and used gradient boosting tree classifiers. Whereas Saxena et al. [23] have proposed a hybrid ML model to solve the class imbalance problem. They created the kernelized weighted extreme learning machine and the pre-trained ResNet50 for breast cancer classification using histological image. Alom et al. [24] state that the Inception Recurrent Residual
Convolutional Neural Network (IRRCNN) is assessed for breast cancer classification at the image, patient, and patch levels. Boumaraf et al. [25] have put forward the deep neural network ResNet-18, and transfer learning helps to avoid overfitting and boost the training speed on histopathological images. Furthermore, they used global contrast normalization (GCN) to strengthen the approach and three-fold data augmentation to enhance the model. On histopathology images, Burçak et al.’s deep convolutional neural network [26] presents a method for automatically identifying and categorizing malignant areas. For quicker backpropagation learning, they computed the network’s starting weight and updated the model parameters using a variety of algorithms, including stochastic gradient descent (SGD), nesterov accelerated gradient (NAG), adaptive gradient (AdaGrad), root mean squared propagation (RMSprop), AdaDelta, and Adam. A graphics processing unit with compute unified device architecture (CUDA) support is utilized in parallel computing architecture for quick processing. Xie et al. [27] investigated to extract expressive features from images of breast cancer’s histopathology. They suggested Inception V3 and Inception_ResNet V2 deep convolutional neural networks that have been developed using transfer learning strategies. Furthermore, none of the suggested techniques can be used to address the variations in resolution, contrast, and appearance across images in the same genre in this study. Breast cancer pictures vary widely, making classification challenging.

Jiang et al. [28] have suggested a convolutional neural network called the Breast Cancer Histopathology Image Classification Network (BHCNet) for detecting and classifying breast cancer histological images. Furthermore, they proposed a small SE-ResNet module to reduce the overfitting problem and Gauss error scheduler SGD algorithm. This study uncovered the cell overlap and uneven color distribution in the histopathological breast cancer images obtained from different staining methods. To address the imbalanced class problem, Han et al. [29] suggested a breast cancer multi-classification employing a recently published structured deep learning model and data augmentation. Kumar et al. [30] proposed the contrast-limited adaptive histogram equalization approach to enhance microscopic biopsy images, and for segmentation, k-means clustering is used. Out of 1000 randomly selected samples of 115 features, various classification approaches are evaluated, such as the support vector machines, K-nearest neighborhood (KNN) and fuzzy KNN, as well as classifiers based on random forests.

Sheikh et al. [31] put forward a multiscale input and multi-feature network (MSI-MFNet) that learns tissues’ texture features by fusing multi-resolution hierarchical feature maps. The proposed approach forecasts the possibility of a disease on both the patch and image levels. Using the structural and statistical data from the images, Nahid et al. [32] proposed novel deep neural network (DNN) approaches. For the purpose of classifying breast cancer images, they also suggested using a convolutional neural network, a Long-Short-Term-Memory (LSTM), and a combination of CNN and LSTM. Once they had extracted the features from the novel DNN model, they used Softmax and SVM layers to make decisions. A breast cancer histopathology image classification method using several compact convolutional neural networks was proposed by Zhu et al. [33]. They proposed a channel pruning scheme that decreases the risk of overfitting. The different data partition and composition-based models were assembled to enhance the model’s ability to classify the data. The graph convolutional network developed by Gong et al. [34] uses the node-attention graph transfer network (NaGTN) to take advantage of the innate correlation between labeled and unlabeled data. In order to undertake the extraction of knowledge for the target domain, this approach uses a fully labeled source domain. Nucleus-guided transfer learning (NucTral) was suggested by George et al. [35] as a technique for classifying breast tumors. Convolutional neural network (CNN) model was used to extract local nucleus characteristics. To increase accuracy, the authors combined belief theory-based classifiers (BCF) with support vector machines. On the other hand, most methods rely on the binary classification of whole-slide images, which is time-consuming and necessitates processing numerous non-meaningful image regions. This in-depth review of the literature has proved that the academic discourses have not addressed the proposed problem regarding the variations in the color distribution in the histopathological images of breast cancer. Most of the methods address only binary classification problems.

III. PRELIMINARIES

A. Gray-Level Co-Occurrence Matrix

Gray-Level Co-Occurrence Matrix approach is frequently used in image processing analysis for the extraction of information from gray-scale images [36]. The spatial relationship between pixel intensities inside a picture is statistically represented by this [37]. The GLCM measures how frequently certain pixel pairings with particular intensity combinations appear at various spatial displacements or orientations. The process of building GLCM is examining the distribution of pixel pairs within an image and producing a matrix that logs how frequently each pair appears [38]. Each entry in the GLCM, which is typically square and symmetric, represents the count of a particular pixel pair. The intended spatial displacement or the number of directions taken into consideration determines the size of the matrix.

B. Local Binary Patterns

A straightforward yet effective texture descriptor used in computer vision and image analysis is called local binary patterns. It describes the regional organization and textural patterns found in color or grayscale images [39]. LBP is well suited for a variety of applications like object recognition, texture classification, and face detection because it excels at capturing spatially localized and invariant characteristics. LBP works by comparing a core pixel’s intensity values to those of its nearby pixels in a local neighborhood [40]. The effectiveness of LBP’s computations is one of its benefits. It is an algorithm that can quickly and easily process photos in real-time. LBP is appropriate for a variety of real-world settings due to its strong robustness against changes in illumination, noise, and grayscale.
C. Histogram Features

The frequency or occurrence of values within a dataset is graphically represented by a histogram [41]. The distribution of data across several intervals or bins is analysed and visualised using histogram features, a sort of descriptive statistical representation. They offer priceless information about the underlying patterns, trends, and features of a dataset. In several disciplines, such as data analysis, image processing, and machine learning, histograms are frequently employed. Histogram features are a useful tool for examining and visualising data distributions, in sum. They offer a succinct description of a dataset's underlying trends and traits. Important information can be gleaned from histogram features for a variety of applications, such as data analysis, image processing, and machine learning.

IV. METHODOLOGY

This section describes the methodology of the proposed work. The Fig. 1 depicts overall architecture which consists of several sub-stages.

A. Dataset

To get rid of brightness and contrast variations, normalize the image data [44]. By ensuring that the images have uniform intensity ranges, this process prepares them for additional examination. The normalization was done by scaling the different images into a common dimension of 225 x 300 Megapixels. Subsequently, the noise gets removed swiftly using a Gaussian filter [45] by keeping the relative edges sharp. This process is carried out to reduce unwanted artifacts or disturbances in the images [46]. Depending on the noise present on the images the method of denoising would change. It can be Gaussian smoothing, median filtering [47], or wavelet denoising [48]. The final process is histogram equalization [49] to boost the contrast of the image and the visibility of key details. The images are brought to a normal fashion that is of different intensities which in turn helped in producing better contrast to the image. However, a more balanced histogram is produced via histogram equalization, which re-distributes pixel intensities to cover the entire intensity range.

B. Pre-processing

In one way or another way, each data is allied for the proper processing of the entire data set. Therefore, the image processing [43] of the pre-processing stage is further divided into three stages.

C. Feature Engineering

The process of feature engineering is essential for machine learning applications, such as the categorization of breast cancer from histopathology pictures [50]. To enhance a
prediction model's performance, important and instructive elements from raw data must be extracted. Three popular feature extraction methods include GLCM, LBP, and histogram features when it comes to the categorization of breast cancer.

The procedure starts with the conversion of histopathological image to grayscale. A set of parameters such as the distance between pixel pairs, angle, and the number of grey levels to be considered shall be defined. Once it is completed, construction of the GLCM shall be done by counting the occurrences of each pair of grey-level values. The final stage is the computation of contrast, correlation energy, and homogeneity which are various statistical measures. Different aspects of the texture patterns in the image are captured by these measures. When it comes to LBP, the conversion of the histopathological image to grayscale should be done in the first case and a filter bank should be applied to decompose the image into multiple frequency bands. From each frequency band, statistical measures such as mean, variance, or texture features must be completed. Finally, to create a feature vector for classification aggregate or concatenate the features from the frequency bands. The Histopathological image shall be converted to aggregate if necessary for the extraction of histogram features. The preceding step is to divide the intensity range into a fixed number of bins and the number of pixels that fall within each bin should be counted. Each bin count will be divided by the overall number of pixels to normalize the histogram. Later, mean, variance or skewness can be calculated if required. In combination, these texture and statistical features provide a rich representation of the histopathological images, highlighting crucial details related to tissue texture, cell arrangements, and intensity variations. Machine learning algorithms can then be trained on these feature sets to classify different carcinoma types, normal tissues, or other relevant classifications based on the extracted information. The features act as discriminative factors for the classification model and help improve the accuracy and robustness of the classification process.

D. Ensemble Classifier

A machine learning approach known as an ensemble classifier [51] integrates the predictions of several individual classifiers to arrive at a final conclusion. It is especially helpful for tackling complex issues where a single classifier would not produce good outcomes. An ensemble classifier can be created to increase the overall accuracy and resilience of the classification task when classifying breast cancer from histopathological pictures utilizing GLCM, LBP, and histogram feature.

Once the feature extraction is done the individual classifiers which are trained on each of each set of features comes into action. You could train one classifier on GLCM features, another on LBP features, and a third on histogram features, for instance. Although there are many classifiers available, some of the most common ones are support vector machines, random forests, and neural networks [52]. The next step is construction of ensemble. Mainly there are two strategies which are common in use for the ensemble construction [53]. Voting is the first one. Through voting, the ensemble classifier in this method integrates the predictions made by each individual classifier for a specific input. The class that receives the most votes from individual classifiers, for instance, is chosen as the final prediction in a majority voting method. The second strategy is weighted averaging. In this method, each classifier gives its prediction a weight based on how confident or effective it is. Following that, the ensemble classifier creates a weighted average of these forecasts, where the weights correspond to the accuracy or level of knowledge of each individual classifier. Once all these are done prediction and decision making are the last steps of the classification. The ensemble classifier can be used to make predictions on fresh, unexplored histopathology pictures after it has been built. Based on its unique set of features, each classifier in the ensemble independently provides a prediction. The ensemble makes the final determination for the categorization of breast cancer by combining these predictions using the selected aggregation approach (voting or weighted averaging). The benefits of utilizing an ensemble classifier include higher robustness to fluctuations in the data, better generalization, and improved accuracy. The ensemble may take advantage of the advantages of various feature extraction methods and classifiers by integrating the predictions of various classifiers, resulting in more accurate and robust breast cancer classification from histopathology images.

V. RESULT ANALYSIS AND DISCUSSION

In this study, we focused on classifying breast cancer histopathological images into three different classes: papillary, ductal, and lobular carcinoma as shown in Fig. 2.
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The classification was performed using a combination of histogram features, LBP features, and Fast GLCM (Fast Gray Level Co-occurrence Matrix) features. Precision, recall, and the F1-score are three metrics that were used to assess the classifiers performance shown in Table I. The hyper parameter tuning was done using grid search method and the following are the confusion matrices displayed in Fig. 3.

The Voting Classifier achieved competitive results across all classes, with F1-scores ranging from 0.87 for ductal carcinoma to 0.94 for lobular carcinoma. It showed reasonably high recall and precision across all classes, demonstrating a reasonable balance between accurately recognizing positive instances (recall) and reducing false positives (precision). Among the individual classifiers, KNN showed the highest recall for ductal and lobular carcinoma, indicating its strength in correctly identifying instances of these classes. However, it had slightly lower precision compared to other classifiers. SVM exhibited balanced precision and recall for all classes, while Decision Tree and Random Forest achieved similar performance, with F1-scores ranging from 0.82 to 0.87. Looking specifically at each cancer subtype, it can be observed that papillary carcinoma had the highest precision across all classifiers, indicating a good ability to correctly identify true positive cases. However, it had lower recall values, suggesting some difficulty in capturing all instances of this class. On the other hand, lobular carcinoma achieved the highest recall values, indicating a good ability to detect positive cases, but its precision varied across classifiers. In conclusion, the combination of histogram features, LBP features, and Fast GLCM features showed promising results for the categorization of histological images of breast cancer. The Voting Classifier demonstrated the best overall performance, achieving high precision, recall, and F1-scores for all cancer subtypes as highlighted in Table II. These results suggest that the combined feature set can effectively capture the distinguishing characteristics of each cancer class, providing valuable insights for accurate diagnosis and treatment planning in breast cancer cases. To determine the generalizability and robustness of the suggested classification technique, more analysis and validation on bigger datasets are required.

In addition to precision, recall, and F1-score, the performance of the classifiers can also be assessed using the accuracy metric. Instances accurately categorized as a percentage of all instances is what accuracy refers to.

The Voting Classifier was able to accurately classify 90% of the occurrences in the dataset, earning it the maximum accuracy score of 0.90. This classifier outperformed the individual classifiers and demonstrated the best overall performance. Random Forest also performed well with an accuracy of 0.88, showing its effectiveness in accurately classifying the breast cancer histopathological images. SVM achieved an accuracy of 0.86, indicating a relatively high level of accuracy in its predictions. KNN showed an accuracy of 0.82, while Decision Tree had the lowest accuracy of 0.75 among the classifiers considered. These accuracy values provide a general overview of the classifiers' performance in correctly classifying the breast cancer histopathological images. It is crucial to remember that, especially when working with unbalanced datasets, accuracy may not give a whole picture of the model's performance. In order to fully comprehend the classifiers capabilities, it is crucial to take additional assessment metrics into account, such as accuracy, recall, and F1-score.

### Table I. Evaluation Metrics

<table>
<thead>
<tr>
<th>Class</th>
<th>Voting Classifier</th>
<th>KNN</th>
<th>SVM</th>
<th>Decision Tree</th>
<th>Random Forest</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>recall</td>
<td>F1-score</td>
<td>Precision</td>
<td>recall</td>
</tr>
<tr>
<td>Ductal</td>
<td>0.83</td>
<td>0.92</td>
<td>0.77</td>
<td>0.62</td>
<td>0.94</td>
</tr>
<tr>
<td>Lobular</td>
<td>0.82</td>
<td>0.94</td>
<td>0.86</td>
<td>0.86</td>
<td>0.93</td>
</tr>
<tr>
<td>Papillary</td>
<td>0.81</td>
<td>0.95</td>
<td>0.89</td>
<td>0.84</td>
<td>0.92</td>
</tr>
</tbody>
</table>

### Table II. Test Accuracy

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Random Forest</th>
<th>KNN</th>
<th>SVM</th>
<th>Decision Tree</th>
<th>Voting Classifier</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.88</td>
<td>0.82</td>
<td>0.86</td>
<td>0.75</td>
<td>0.90</td>
</tr>
</tbody>
</table>
Fig. 3. Confusion matrix of different classifiers.

Fig. 4. Mean and variance cross validation accuracy of classifiers.
Overall, the Voting Classifier showed the highest accuracy, indicating its robustness and reliability in accurately classifying the breast cancer classes based on the combined features. To corroborate the results' generalizability, more research taking into account other parameters and validation on bigger datasets would be helpful.

In the Table III, each row represents a different classifier, and each column represents a fold in the cross-validation process. The values in each cell represent the accuracy of the classifier on the corresponding fold. By dividing the dataset into k folds of equal size, the cross-validation approach is used to evaluate the performance of a model. The remaining fold is used for evaluation after the model has been tested on k-1 folds. Each fold serves as the evaluation set once during this process's k repetitions. The average accuracy across all folds provides an estimation of the model's performance. By examining the accuracy values across different folds, we can observe the consistency and stability of the classifiers' performance. The Voting Classifier consistently achieved higher accuracy compared to the other classifiers, indicating its robustness. Random Forest and SVM also demonstrated relatively stable performance, while KNN and Decision Tree had slightly more variation in their accuracy values across folds.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Fold 1</th>
<th>Fold 2</th>
<th>Fold 3</th>
<th>Fold 4</th>
<th>Fold 5</th>
<th>Mean</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Forest</td>
<td>0.86</td>
<td>0.88</td>
<td>0.90</td>
<td>0.85</td>
<td>0.87</td>
<td>0.872</td>
<td>0.0016</td>
</tr>
<tr>
<td>KNN</td>
<td>0.82</td>
<td>0.83</td>
<td>0.80</td>
<td>0.85</td>
<td>0.81</td>
<td>0.822</td>
<td>0.0007</td>
</tr>
<tr>
<td>SVM</td>
<td>0.85</td>
<td>0.87</td>
<td>0.84</td>
<td>0.86</td>
<td>0.88</td>
<td>0.858</td>
<td>0.0009</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>0.75</td>
<td>0.77</td>
<td>0.73</td>
<td>0.78</td>
<td>0.76</td>
<td>0.758</td>
<td>0.0009</td>
</tr>
<tr>
<td>Voting Classifier</td>
<td>0.88</td>
<td>0.90</td>
<td>0.87</td>
<td>0.89</td>
<td>0.91</td>
<td>0.89</td>
<td>0.0008</td>
</tr>
</tbody>
</table>

This cross-validation table provides a comprehensive view of the classifiers' performance, considering their accuracy across multiple iterations and different subsets of the data highlighted in Fig. 4. It helps to assess the generalizability of the models and provides a more reliable estimation of their performance on unseen data.

VI. CONCLUSION

Breast cancer is a prevalent and concerning disease with significant implications for global healthcare systems and individuals. Although various imaging techniques and manual examinations are commonly used for breast cancer detection, the application of artificial intelligence and machine learning techniques in this field is still relatively limited. This study aimed to address the challenges in breast cancer diagnosis by utilizing a hybrid approach that combines traditional image processing and machine learning methods. The proposed method incorporated feature fusion using GLCM, LBP, and histogram features, along with an ensemble learning approach for improved classification performance. The study's findings showed how well the suggested method worked for correctly categorizing the three types of carcinoma—ductal, lobular, and papillary—in each class. The ensemble learning model, specifically the Voting Classifier, achieved the highest accuracy, precision, recall, and F1-scores across all carcinoma classes. By leveraging the strengths of feature extraction techniques and ensemble learning, the proposed approach exhibited promising results without the need for computationally intensive deep learning techniques. This approach offers several advantages, including early detection, improved accuracy, personalized medicine recommendations, faster and efficient analysis, integration of multimodal data, and continuous learning and improvement. Algorithmic integration of artificial intelligence and machine learning in the detection of breast cancer holds great potential for enhancing accuracy, effectiveness, and personalization in patient care. These techniques can assist healthcare professionals in making informed decisions, leading to better patient outcomes. In conclusion, the integration of artificial intelligence and machine learning techniques, as demonstrated in this study, has the potential to revolutionize breast cancer diagnosis and improve patient care. By leveraging the power of technology, we can make significant strides towards more accurate and personalized breast cancer detection and treatment.

VII. FUTURE WORK

Moving forward, further research and technological advancements can refine and improve AI-ML algorithms for breast cancer diagnosis. These developments may contribute to earlier detection, better treatment outcomes, and higher overall survival rates for breast cancer patients. It is essential to continue exploring innovative approaches and undertaking more extensive research to confirm the efficiency and applicability of the suggested hybrid technique.
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