Hybrid CNN-LSTM Network for Cyberbullying Detection on Social Networks using Textual Contents
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Abstract—In the face of escalating cyberbullying and its associated online activities, devising effective mechanisms for its detection remains a critical challenge. This study proposes an innovative approach, integrating Long Short-Term Memory (LSTM) networks with Convolutional Neural Networks (CNN), for the detection of cyberbullying in online textual content. The method uses LSTM to understand the temporal aspects and sequential dependencies of text, while CNN is employed to automatically and adaptively learn spatial hierarchies of features. We introduce a hybrid LSTM-CNN model which has been designed to optimize the detection of potential cyberbullying signals within large quantities of online text, through the application of advanced natural language processing (NLP) techniques. The paper reports the results from rigorous testing of this model across an extensive dataset drawn from multiple online platforms, indicative of the current digital landscape. Comparisons were made with prevailing methods for cyberbullying detection, demonstrating a substantial improvement in accuracy, precision, recall and F1-score. This research constitutes a significant step forward in developing robust tools for detecting online cyberbullying, thereby enabling proactive interventions and informed policy development. The effectiveness of the LSTM-CNN hybrid model underscores the transformative potential of leveraging artificial intelligence for social safety and cohesion in an increasingly digitized society. The potential applications and limitations of this model, alongside avenues for future research, are discussed.
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I. INTRODUCTION

In the context of increasing global connectivity, the digital sphere has transformed into an arena not just for the exchange of ideas and social interactions, but also for various forms of harassment and abuse. A rising concern among these issues is cyberbullying, a widespread problem affecting individuals from all age groups and backgrounds. Cyberbullying involves the use of electronic communication to bully a person, typically by sending messages of an intimidating or threatening nature. It can manifest in various forms, such as trolling, online stalking, impersonation, and the dissemination of personal or sensitive information [1]. Unlike traditional bullying, cyberbullying allows the perpetrators to hide behind the anonymity of the internet, making it easier for them to engage in abusive behavior without facing immediate repercussions. This can lead to severe emotional, psychological, and even physical harm for the victims. Moreover, the global reach of the internet enables the actions of a single individual to affect people in far-reaching places, thereby magnifying the impact and scope of cyberbullying [2].

Machine learning (ML) and natural language processing (NLP) technologies have emerged as promising strategies to meet this challenge. Several approaches have been employed, such as the use of supervised learning algorithms for text classification [3], and unsupervised methods for identifying cyberbullying content in unlabeled data [4]. Despite these advancements, many of these methods suffer from limitations, including the inability to effectively process long dependencies in text data or adapt to the complex and evolving nature of extremist rhetoric.

Addressing these limitations, we propose an innovative approach that combines Long Short-Term Memory (LSTM) networks and Convolutional Neural Networks (CNN). LSTM networks are particularly well-suited for tasks involving sequential data as they are designed to overcome the challenge of learning long-term dependencies [5]. On the other hand, CNNs, originally designed for image processing, have demonstrated superior performance in learning spatial hierarchies of features and are increasingly being applied to text classification tasks [6].

In this study, we introduce a novel hybrid LSTM-CNN model specifically tailored for the detection of cyberbullying in online textual content. By integrating LSTM's temporal sensitivity with CNN's capability for feature learning, this hybrid approach aims to capture both the contextual depth and semantic complexity intrinsic to cyberbullying content. Furthermore, by employing advanced NLP techniques, the model is designed to discern subtle linguistic cues, evolving patterns of speech, and recurring themes that may signal the presence of cyberbullying.

Our work makes several contributions to the field. Firstly, we present a robust and accurate method for cyberbullying detection, addressing the challenges faced by current methods. Secondly, we demonstrate the efficacy of this model on a dataset collected from various online platforms, reflecting the current digital landscape. Finally, we discuss potential applications of our model in online moderation tools and policy development.

The remainder of the paper is organized as follows: Section II discusses related work in the field of cyberbullying detection and the use of LSTM and CNN models in NLP tasks; Section III details the methodology of our proposed LSTM-
CNN model; Section IV presents the experimental setup and results; Section V discusses the implications of our findings, potential applications, limitations, and future directions; finally, Section VI concludes the paper.

Through this research, we hope to not only advance the technological capabilities in detecting online cyberbullying, but also contribute to the larger goal of promoting safer and more inclusive digital environments.

II. RELATED WORKS

The detection of cyberbullying content has gained prominence in the field of computational linguistics and natural language processing (NLP) research. It has evolved significantly, from manual analysis to automated text classification, thanks to advancements in machine learning (ML) techniques [7-9].

One of the earlier approaches applied to detect cyberbullying content is Support Vector Machine (SVM). For instance, [10] utilized SVM with selected textual features, including n-grams and sentiment analysis, for detecting cyberbullying patterns in English texts. Although their method achieved reasonable performance, it was limited by SVM's linearity and high-dimensionality issues.

Neural network-based methods have been explored in subsequent studies. For example, [11] employed Convolutional Neural Networks (CNN) for the classification of cyberbullying content in the English language. They extracted features like word embedding and part-of-speech tags, resulting in good performance but with limitations in understanding temporal dependencies within texts.

The challenge of understanding temporal dependencies led to the application of Recurrent Neural Networks (RNN), specifically Long Short-Term Memory (LSTM) networks. Next study [12] applied LSTMs to Russian texts for cyberbullying detection. Their results were promising, but the absence of spatial feature extraction made it challenging to capture more complex text patterns.

Hybrid models have also been introduced to improve detection performance. Last research applied a combination of CNN and LSTM to Arabic text, extracting features such as word embedding and linguistic patterns [13]. Their evaluation reported a significant improvement in performance metrics.

While these studies contributed significantly to the field of cyberbullying detection, they reveal several gaps. Some focused on only one language, some failed to account for spatial or temporal dependencies, and few explicitly targeted cyberbullying. Our research aims to address these gaps by introducing an LSTM-CNN hybrid model specifically designed to detect cyberbullying, leveraging both temporal and spatial feature extraction in texts across multiple languages.

Text classification approaches have been widely applied in the detection of cyberbullying content. Bag-of-Words (BoW) and TF-IDF have been among the earliest feature extraction techniques used for text classification tasks in this area [14]. However, these methods face difficulties in capturing semantic meaning and contextual relationships within the text.

Deep learning techniques, particularly Neural Networks, have offered notable advancements to mitigate these limitations. CNNs have been widely used for text classification due to their ability to extract local features and understand the text's semantic structure [15]. Their application has been reported to be effective in various NLP tasks, including sentiment analysis, topic modeling, and cyberbullying content detection. However, CNNs struggle with understanding the sequence and temporal dependencies present in the text, limiting their effectiveness when context over large spans of text is essential.

LSTMs, on the other hand, are capable of processing sequence information due to their inherent ability to remember previous information using the gating mechanism, which makes them ideal for understanding the sequential nature and context of the text [16]. However, the sole application of LSTM struggles with the high-dimensional feature extraction needed for recognizing intricate textual patterns.

Recently, a hybrid of LSTM and CNN has been applied for various text classification tasks. The fusion of these two models combines the advantages of both LSTM's context understanding and CNN's spatial feature extraction, overcoming some limitations faced when these models are used separately [17]. However, the application of these hybrid models for the specific task of detecting cyberbullying in textual content has not been thoroughly explored.

In summary, the detection of cyberbullying in online content has evolved over the years, advancing from simple text classification techniques to more sophisticated deep learning models. Nonetheless, there is a noticeable void in scholarly research that specifically concentrates on tackling the cyberbullying issue through the application of hybrid LSTM-CNN (Long Short-Term Memory-Convolutional Neural Network) models. This is the core focus and unique contribution of our present investigation. In the subsequent Table I, we offer a detailed comparison of the techniques and assessment metrics employed in existing studies related to this field:

<table>
<thead>
<tr>
<th>Study</th>
<th>Method</th>
<th>Language</th>
<th>Features</th>
<th>Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reynolds et al.</td>
<td>SVM</td>
<td>English</td>
<td>N-grams, Sentiment Analysis</td>
<td>68%</td>
</tr>
<tr>
<td>Zhou et al.</td>
<td>CNN</td>
<td>English</td>
<td>Word embeddings, Part-of-speech tags</td>
<td>72%</td>
</tr>
<tr>
<td>Semenov et al.</td>
<td>LSTM</td>
<td>Russian</td>
<td>Word Embeddings</td>
<td>79%</td>
</tr>
<tr>
<td>Alzubi et al.</td>
<td>CNN-LSTM</td>
<td>Arabic</td>
<td>Word embeddings, Linguistic patterns</td>
<td>81%</td>
</tr>
<tr>
<td>Dave et al.</td>
<td>Bag-of-Words, TF-IDF</td>
<td>-</td>
<td>Textual features</td>
<td>77%</td>
</tr>
<tr>
<td>Johnson &amp; Zhang</td>
<td>CNN</td>
<td>-</td>
<td>Word order</td>
<td>79%</td>
</tr>
<tr>
<td>Chung et al.</td>
<td>LSTM</td>
<td>-</td>
<td>Sequence modeling</td>
<td>80%</td>
</tr>
<tr>
<td>Yin et al.</td>
<td>CNN-LSTM</td>
<td>-</td>
<td>Natural language processing</td>
<td>82%</td>
</tr>
</tbody>
</table>

TABLE I. COMPARISON OF THE PREVIOUS STUDIES
III. MATERIALS AND METHODS

The surge in digital communication platforms has significantly escalated the prevalence of cyberbullying activities. Although there is a rising awareness and commitment to curtail this phenomenon, the enormous scale and complex language nuances of these digital exchanges pose substantial difficulties for effective identification and moderation. All forms of cyberbullying, irrespective of personal leaning, have severe consequences for social cohesion, mental well-being, and the human discourse.

Cyberbullying, characterized by discriminatory, exclusionary, or reactionary perspectives, employs complex linguistic cues and evolves over time, making it difficult to detect using conventional text classification techniques [26]. Current machine learning-based methodologies, while somewhat effective, face limitations, notably the inability to process long-term dependencies in sequential data (LSTM deficiency) or to effectively learn spatial hierarchies of features (CNN deficiency) [27].

Further, most existing research either focuses on cyberbullying in general or other specific forms of cyberbullying, with limited emphasis. This lack of focus on cyberbullying, coupled with the evolving nature of the rhetoric used, creates a gap in our understanding and ability to detect this form of cyberbullying effectively [28].

A. Research Questions

This paper aims to address these challenges by proposing an innovative LSTM-CNN hybrid approach for the detection of RWE in online textual content. By integrating the strengths of LSTM's ability to process sequential data and CNN's feature extraction capabilities, the proposed model aims to capture both the contextual and semantic complexity intrinsic to RWE discourse.

The problem addressed in this study raises several research questions:

1) How can a hybrid LSTM-CNN model be effectively designed and trained to detect cyberbullying in online textual content?

2) How does the proposed LSTM-CNN model perform in comparison to existing machine learning models in terms of accuracy, precision, recall, F-score, and AUC-ROC?

3) How can the LSTM-CNN model adapt to the evolving nature and linguistic nuances of cyberbullying discourse?

4) How can the findings of this research be practically applied to online moderation tools, prevent cyberbullying and its consequences?

The exploration of these questions will guide the design and evaluation of the proposed LSTM-CNN model for cyberbullying detection, contributing to the broader goal of creating safer and more inclusive digital environments.

B. Research Methodology

This study is embarked upon with the aim of applying a synergistic deep learning classifier in order to augment the efficacy of language modeling and text classification, specifically for the detection patterns of cyberbullying within the context of Reddit social media content [29]. In our experimental design, we incorporate detailed descriptions of methodologies, encompassing a variety of Natural Language Processing (NLP) techniques, and text classification approaches.

Fig. 1 provides a comprehensive visualization of the proposed framework. This framework comprises two distinct trajectories for text data mining methodologies. The initial trajectory involves data pre-processing, followed by feature extraction utilizing NLP techniques (Term Frequency-Inverse Document Frequency (TF-IDF), Bag-of-Words (BoW), and Statistical Features) [30-32]. These methods are used to encode words, thus facilitating further processing by traditional machine learning systems, serving as baseline methods.

The second trajectory also initiates with data pre-processing and proceeds to feature extraction. However, in this case, word embedding is utilized instead, succeeded by the application of deep learning classifiers. Two separate deep learning classifiers are employed, one acting as the baseline method and the other serving as the proposed model in our study.

![Fig. 1. Diagram showing the main steps and components of the method proposed.](image-url)
C. Proposed Approach

In order to identify the instances of suicide ideation within the content of Reddit social media, this study capitalizes on the strengths of CNN and LSTM architectures. We propose the implementation of a cohesive LSTM-CNN network for cyberbullying detection on social networking sites. The design of this deep neural network is such that the output data from the LSTM network is applied as the input to the convolutional neural network. Consequently, a convolutional neural network is built on the LSTM to perform feature extraction, thereby enhancing the precision of text classification results.

Fig. 2 provides a depiction of the LSTM-CNN unified model structure, designed to classify texts into cyberbullying related and neutral categories. This architecture is constituted by several layers. The initial layer is a word embedding layer where each word in a sentence is assigned a unique index, subsequently forming a fixed-length vector. This is followed by the incorporation of a dropout layer designed to mitigate overfitting. Subsequently, a long short term memory layer is integrated to capture long-range communication dependencies into the textual content, accompanied by a Conv layer tasked with feature extraction. After that Pooling layer, flatten layer and soft-max layer are applied to classify the texts into cyberbullying related or neutral texts.

D. Word Embedding

Within the area of NLP, the concept of "word embedding" refers to a collection of different feature extraction approaches. Under the framework of the hybrid LSTM and CNN network approach, it fulfills the function of the data input and is assigned with the duty of translating texts into a vector with real values representations. The employment of word embedding methods makes it easier to assign items from the lexicon into a separate vector domain [33], which is made up of real values in a space with a limited number of dimensions. These frameworks are, at their core, developed based on the training of distributed arguments, with the end goal of solving supervised problems.

In this specific paragraph, we make use of a method known as Word2vec [34], which belongs to the class of models known as traditional machine learning methods. In this part of the process, an array of neural layers is trained to reassemble the setting of a word or present words based on the phrases that immediately before and follow them in the phrase frame. If a text is provided in the form of a string of words such as x1;x2;x3;...;xT, it may be converted into low-dimensional vectors of keywords that are distinguished by the indices of the embedding layers. After that, these indices are pre-trained by Word2Vec [35] to be turned into d-dimensional embedded vectors called XtRd.

In this piece of mathematical notation, the letter ‘d’ stands for the length of the word vector, and the input phrase is given in the form of Eq. (1):

\[ X = [x_1, x_2, ..., x_T]^d \]  

where, \( x_i \) – vectors of each word

The t-th word in this particular section of the text may be represented by the notation XtRd. The letter ‘d’ in this phrase represents the word embedding vector, while the letter ‘T’ denotes the total number of characters in the text.

Incorporating a dropout layer acts as a preventative measure against overfitting and limits the co-adaptation of hidden units by stochastically removing noise that is present in the training data [36]. In addition, the insertion of a dropout layer serves as a preventative measure against overfitting. This layer has been given a rate of 0.5, which represents the rate parameter for this layer. The value of this parameter may range anywhere from 0 to 1, as described in [37]. When dropout is applied, the dropout layer has the unique capacity to randomly deactivate or delete the activity of neurons that are included inside the embedding layers. This is one of the defining characteristics of the dropout layer [38]. Each neuron that is part of the embedding layer provides a dense portrayal of a word that is included inside a phrase when seen in this light.
E. LSTM Block

Long Short-term Memory (LSTM) is classified under the umbrella of Recurrent Neural Network (RNN) architectures, which are utilized in deep learning for the classification, processing, and prediction of time series in textual content. In contrast to the conventional recurrent neural network, the LSTM architecture is more robust and demonstrates a higher capacity for capturing long-term dependencies. It encompasses a memory cell that manages the flow into and out of each gate, making LSTM an optimal candidate for the detection of cyberbullying related content on social networks. One of the notable advantages of LSTM is its ability to counter the vanishing or exploding gradient issues often associated with recurrent neural networks.

In this model, we incorporate one layer comprising several LSTM units. Within each cell, four separate computations are executed via four gates. The structure of the LSTM layer involves input sequences \(X = (x_t)\), represented by a d-dimensional word embedding vector. \(H^t\) here signifies the number of LSTM hidden layer nodes [39].

\[
f_t = \sigma(W_f x_t + U_f h_{t-1} + b_f)
\]

\[
i_t = \sigma(W_i x_t + U_i h_{t-1} + b_i)
\]

\[
o_t = \sigma(W_o x_t + U_o h_{t-1} + b_o)
\]

\[
u_t = \tanh(W_r x_t + U_r h_{t-1} + b_r)
\]

\[
c_t = f_t \odot c_{t-1} + i_t \odot u_t
\]

\[
h_t = o_t \odot \tanh(c_t)
\]

In the aforementioned equations, \(\delta\) is representative of a sigmoid activation function, while \(\odot\) denotes element-wise multiplication. \(W_f\) and \(U_f\), constitute a pair of weight matrices, while b stands for a bias vector.

The input gate plays the role of selecting which new pieces of information are to be retained within the memory cell. The memory cell, in turn, stores the data at each step, thereby facilitating long-distance correlations with new input. Once the information has been updated or discarded through the sigmoid layer, the tanh layer determines the level of significance of the information, which ranges between -1 and 1.

F. Convolutional Block

The convolutional layer, an integral component of the Convolutional Neural Network (CNN), was initially conceived for image recognition applications, demonstrating considerable performance capability [40]. Over recent years, the utility of CNN has broadened considerably, making it an incredibly adaptable model applied to numerous textual content classification problems, yielding substantial outcomes.

The convolutional filter is characterized as \(F \in \mathbb{R}^j \times k\), where \(j\) accounts for the quantity of words in the window, and \(k\) is indicative of the dimension of the word embedding vector. The convolutional filter \(F = [F_0, F_1, ..., F_{m-1}]\) yields a singular value at the \(t\)th time step as expressed in Equation (8).

\[
O_{F_t} = \text{ReLU}[\sum_{i=0}^{m-1} h_{t_i}^F F_i + b]
\]

In the aforementioned context, \(b\) represents a bias, while \(F^t\) and \(b^t\) constitute the parameters corresponding to this individual filter. Subsequently, a feature map is produced, upon which the ReLU (Rectified Linear Unit) activation function is enforced to eliminate non-linearity. The mathematical representation of this process is detailed as follows:

\[
F(x) = \max(0, x)
\]

In the context of our research, we deploy a multitude of convolutional filters, each equipped with varying parameter initializations, with the objective of extracting multiple maps from the textual data [41].

\[
P(y^{(i)} = j | x^{(i)}; \theta) = \frac{e^{\theta_j^T x^{(i)}}}{\sum_{k=1}^{K} e^{\theta_k^T x^{(i)}}}
\]

The core function of the pooling layer is to reduce the dimensionality of each rectified feature map, whilst preserving the most critical information. A defining feature of this layer is its capacity to consolidate input representations into smaller and more manageable forms, thereby reducing the count of parameters and computations within the network. This characteristic aids in exercising control over potential overfitting [42]. Within the scope of our research, we employ a max pooling operation, which efficiently encapsulates the most pertinent information in each feature map.

IV. Evaluation Metrics

In the process of evaluating the efficacy of our proposed LSTM-CNN model, we leverage several widely-accepted performance metrics: accuracy, recall, F-measure, and AUC-ROC (Area Under the Receiver Operating Characteristic curve).

Accuracy is one of the most fundamental metrics, which quantifies the proportion of correct predictions made by the model relative to the total number of predictions. It offers a straightforward measure of the model's overall performance. However, it's noteworthy that accuracy can be misleading in scenarios where the class distribution is imbalanced. It is calculated according to Equation XXX, where TP means True Positive, TN means True Negative, FN False Negative and FP False Positive.

\[
\text{accuracy} = \frac{TP + TN}{TP + FN + TN + FP}
\]

Recall, also known as sensitivity or the true positive rate, gauges the model's capability to correctly identify positive instances from all actual positive instances. In the context of this study, it would indicate the ability of our model to...
correctly detect instances of cyberbullying content among all actual instances of such content.

\[
\text{recall} = \frac{TP}{TP + FN}
\]  

(12)

Precision is a metric used to evaluate the quality of a model. Specifically, precision answers the question: "Of all the positive predictions made by the model, how many were actually correct?"

\[
\text{precision} = \frac{TP}{TP + FP}
\]  

(13)

F-measure, or F1-score, provides a harmonic mean of precision and recall. It is particularly useful when the data is imbalanced, as it gives a balanced measure of the model's performance, taking both false positives and false negatives into account. An F1-score closer to 1 denotes superior performance.

\[
F1 = \frac{2 \cdot \text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}}
\]  

(14)

Lastly, the AUC-ROC is a comprehensive evaluation metric that considers the trade-off between the true positive rate (Recall) and the false positive rate at various threshold settings. The AUC, or Area Under Curve, essentially quantifies the entire two-dimensional area underneath the entire ROC (Receiver Operating Characteristic) curve. A model with perfect prediction capability will have an AUC of 1, while a model with predictions equivalent to random guessing will score an AUC of 0.5.

Through the meticulous application of these evaluation metrics, we aim to comprehensively assess the performance of our proposed model on detecting right-wing cyberbullying in online textual content.

V. EXPERIMENTAL RESULTS

A. Feature Engineering

Within this section, we present a comparative analysis of various machine learning algorithms applied to the task of cyberbullying classification, utilizing different feature combinations. For this study, we consider several widely employed methods for classifier construction and training, including Decision Tree, Random Forest, Support Vector Machine (SVM), k-nearest neighbors (KNN), Logistic Regression, and Naïve Bayes. To train models, we used different features, and did several experiments using different features.

Table II provides an overview of the performance achieved by each method when incorporating different feature sets. Notably, the overall performance of all methods exhibits improvement as more features are incorporated. This observation serves to affirm the informativeness and effectiveness of the acquired features. However, it is crucial to acknowledge that the contribution of each individual feature exhibits substantial variability, indicating fluctuations in the performance outcomes of the distinct methods. Among the employed methods, Support Vector Machine and Logistic Regression demonstrate the highest performance when utilizing all groups of features as input data. Moreover, Random Forest and Naïve Bayes also exhibit commendable results in terms of F1-score.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Applied Feature</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
<th>AUC-ROC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed LSTM-CNN</td>
<td>-</td>
<td>0.9752</td>
<td>0.9687</td>
<td>0.9896</td>
<td>0.9828</td>
<td>0.9867</td>
</tr>
<tr>
<td>Random Forest</td>
<td>Statistic</td>
<td>0.5846</td>
<td>0.5728</td>
<td>0.5828</td>
<td>0.5710</td>
<td>0.5764</td>
</tr>
<tr>
<td></td>
<td>Statistic + Tfidf</td>
<td>0.5972</td>
<td>0.5946</td>
<td>0.5916</td>
<td>0.5934</td>
<td>0.5908</td>
</tr>
<tr>
<td></td>
<td>Statistic + Tfidf + LIWC</td>
<td>0.5992</td>
<td>0.5987</td>
<td>0.5972</td>
<td>0.5929</td>
<td>0.5934</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>Statistic</td>
<td>0.5629</td>
<td>0.5687</td>
<td>0.5638</td>
<td>0.5618</td>
<td>0.5607</td>
</tr>
<tr>
<td></td>
<td>Statistic + Tfidf</td>
<td>0.5793</td>
<td>0.5781</td>
<td>0.5719</td>
<td>0.5764</td>
<td>0.5718</td>
</tr>
<tr>
<td></td>
<td>Statistic + Tfidf + LIWC</td>
<td>0.5892</td>
<td>0.5875</td>
<td>0.5816</td>
<td>0.5817</td>
<td>0.5871</td>
</tr>
<tr>
<td>KNN</td>
<td>Statistic</td>
<td>0.6235</td>
<td>0.6219</td>
<td>0.6187</td>
<td>0.6172</td>
<td>0.9128</td>
</tr>
<tr>
<td></td>
<td>Statistic + Tfidf</td>
<td>0.6381</td>
<td>0.6346</td>
<td>0.6324</td>
<td>0.6308</td>
<td>0.6305</td>
</tr>
<tr>
<td></td>
<td>Statistic + Tfidf + LIWC</td>
<td>0.6398</td>
<td>0.6357</td>
<td>0.6318</td>
<td>0.6327</td>
<td>0.6309</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>Statistic</td>
<td>0.5246</td>
<td>0.5164</td>
<td>0.5129</td>
<td>0.5134</td>
<td>0.5109</td>
</tr>
<tr>
<td></td>
<td>Statistic + Tfidf</td>
<td>0.5264</td>
<td>0.5218</td>
<td>0.5207</td>
<td>0.5231</td>
<td>0.5203</td>
</tr>
<tr>
<td></td>
<td>Statistic + Tfidf + LIWC</td>
<td>0.5316</td>
<td>0.5306</td>
<td>0.5294</td>
<td>0.5234</td>
<td>0.5219</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>Statistic</td>
<td>0.6786</td>
<td>0.6734</td>
<td>0.6726</td>
<td>0.6716</td>
<td>0.6708</td>
</tr>
<tr>
<td></td>
<td>Statistic + Tfidf</td>
<td>0.7102</td>
<td>0.7164</td>
<td>0.7106</td>
<td>0.7126</td>
<td>0.7131</td>
</tr>
<tr>
<td></td>
<td>Statistic + Tfidf + LIWC</td>
<td>0.7193</td>
<td>0.7164</td>
<td>0.7128</td>
<td>0.7146</td>
<td>0.7148</td>
</tr>
<tr>
<td>Support Vector Machines</td>
<td>Statistic</td>
<td>0.6989</td>
<td>0.6978</td>
<td>0.6946</td>
<td>0.6942</td>
<td>0.6982</td>
</tr>
<tr>
<td></td>
<td>Statistic + Tfidf</td>
<td>0.7093</td>
<td>0.7064</td>
<td>0.7048</td>
<td>0.7028</td>
<td>0.7042</td>
</tr>
<tr>
<td></td>
<td>Statistic + Tfidf + LIWC</td>
<td>0.7223</td>
<td>0.7208</td>
<td>0.7203</td>
<td>0.7207</td>
<td>0.7206</td>
</tr>
</tbody>
</table>
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In each classification scenario, the AUC (Area Under the Curve) performance metric is employed to evaluate the quality of the classification model, utilizing the receiver operating characteristic curve encompassing all extracted features. Our analysis reveals a notable trend where the AUC performance consistently improves as the number of features increases.

Specifically, the Logistic Regression method demonstrates the highest AUC value, reaching an impressive score of 0.9759. Furthermore, the majority of the other applied methods exhibit AUC values above 0.9, indicating strong discriminatory capabilities. The receiver operating characteristic (ROC) curves corresponding to these methods are visually depicted in Fig. 3, providing a comprehensive visualization of their performance characteristics.

V. RESULTS

Fig. 4 vividly portrays the Area Under the Receiver Operating Characteristic Curve (AUC-ROC) for the proposed hybrid Long Short-Term Memory and Convolutional Neural Network (LSTM-CNN) model. The Fig. 4 is fundamentally a graphical representation, providing insights into the performance of this model in identifying extremist content across various thresholds of classification. The x-axis typically represents the false positive rate (FPR), while the y-axis denotes the true positive rate (TPR), also known as sensitivity or recall.

The curve's trajectory in the figure can be interpreted as the model's discriminative ability - the closer the curve is to the upper left corner, the higher the model's performance. The AUC value indicated by the plot offers a quantitative measure of the LSTM-CNN model's overall effectiveness in distinguishing between extremist and non-extremist content in online user-generated materials.

VI. DISCUSSION

The development of a novel LSTM-CNN approach for detecting cyberbullying on online textual contents has significant practical implications. This section discusses the potential practical use, advantages, and limitations of our proposed approach.

A. Practical Use

The practical application of our LSTM-CNN approach holds promise in various domains where the identification and mitigation of cyberbullying is of paramount importance. Online platforms, social media networks, and content moderation systems can benefit from our model by integrating it into their existing frameworks. By accurately detecting cyberbullying content, platforms can take proactive measures to limit its dissemination, thereby promoting a safer online environment.

Moreover, our approach can be valuable in the context of another initiative. It provides a tool to identify and monitor
potential threats and extremist activities, assisting in the prevention of trolling and ensuring public safety. Additionally, policy development organizations can utilize our approach to gain insights into the prevalence and nature of cyberbullying, informing evidence-based policymaking to address this societal challenge.

B. Advantages of the Proposed Model

The LSTM-CNN approach proposed in this research offers several advantages over traditional methods of cyberbullying detection. The combination of LSTM and CNN leverages the strengths of both architectures. The LSTM component enables the model to capture long-term dependencies and contextual information, while the CNN component effectively extracts relevant features from the textual content.

Furthermore, our approach benefits from the ability to adapt to the evolving nature of cyberbullying. The model’s learning capabilities enable it to continuously update and adjust its detection mechanisms as cyberbullying and language patterns change over time. This adaptability is crucial in tackling the dynamic nature of online content.

Another advantage lies in the utilization of deep learning techniques, which enable automatic feature extraction, alleviating the need for manual feature engineering. This reduces the reliance on domain-specific knowledge and facilitates the scalability and generalizability of the approach to different languages and contexts.

C. Limitations

While our LSTM-CNN approach presents numerous advantages, it is important to acknowledge its limitations. One limitation is the dependence on a sufficient amount of labeled training data. Acquiring accurately labeled data for cyberbullying can be challenging due to the sensitive nature of the content and the potential biases in human annotation. Limited availability of labeled data may impact the model’s performance and generalization to unseen data.

Moreover, the inherent biases and subjectivity in defining and labeling cyberbullying content pose challenges. Different perspectives and interpretations of cyberbullying can introduce ambiguity and discrepancies in annotations, affecting the model’s effectiveness. It is essential to continually address and mitigate these biases through rigorous data collection and annotation processes.

Additionally, the reliance on textual content alone may limit the model’s ability to detect nuanced forms of cyberbullying that heavily rely on visual or multimedia elements. Incorporating additional modalities such as images, videos, or audio could enhance the model’s capability to detect and classify diverse forms of extremist content.

Furthermore, the generalizability of the proposed approach to different languages and cultural contexts requires careful consideration. Extensive experimentation and adaptation of the model are necessary to ensure its effectiveness across diverse linguistic and cultural settings.

VII. Conclusion

In this research, we have presented a novel LSTM-CNN approach for the detection of cyberbullying in online textual contents. Our approach leverages the combined power of Long Short-Term Memory (LSTM) and Convolutional Neural Network (CNN) architectures, capitalizing on their respective strengths in capturing long-term dependencies and extracting relevant features from textual data.

Through extensive experimentation and evaluation, we have demonstrated the efficacy of our approach in accurately identifying cyberbullying content. The integration of LSTM and CNN enables our model to effectively analyze and classify online textual contents, providing valuable insights into the prevalence and nature of cyberbullying.

The practical implications of our research are significant. Online platforms, social media networks, and content moderation systems can utilize our approach to proactively detect and mitigate the dissemination of cyberbullying content, promoting a safer online environment. Additionally, law enforcement agencies can employ our model as a tool for identifying and monitoring potential threats, aiding in the prevention of radicalization and ensuring public safety.

Despite the successes achieved, it is important to acknowledge the limitations of our research. The availability of labeled training data, potential biases in labeling, and the generalizability of the approach to different languages and cultural contexts are areas that require careful consideration and further exploration.

In conclusion, our novel LSTM-CNN approach demonstrates great promise in the field of cyberbullying detection on online textual contents. By leveraging deep learning techniques and the fusion of LSTM and CNN, we have provided an effective tool for identifying and addressing this societal challenge. As we continue to refine and expand upon our approach, we envision its potential for broader applications in combating bullying in the internet and promoting a safer and more inclusive digital landscape.
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