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Abstract—This study addresses the challenge of Native Lan-
guage Identification (NLI) in ultra-short English for Academic
Purposes (EAP) texts by proposing an innovative two-stage
recognition method. Conventional views suggest that ultra-short
texts lack sufficient linguistic features for effective NLI. However,
we have found that even in such brief texts, subtle linguistic
cues—such as syntactic structures, lexical choices, and gram-
matical errors—can still reveal the author’s native language
background. Our approach involves fine-tuning the granularity
of first language (L1) labels and refining deep learning models
to more accurately capture the subtle differences in second
language (L2) English texts written by individuals from similar
cultural backgrounds. To validate the effectiveness of this method,
we designed and conducted a series of scientific experiments
using advanced Natural Language Processing (NLP) techniques.
The results demonstrate that models adjusted for granular L1
distinctions exhibit greater sensitivity and accuracy in identifying
language variations caused by nuanced cultural differences.
Furthermore, this method is not only applicable to ultra-short
texts but can also be extended to texts of varying lengths,
offering new perspectives and tools for handling diverse language
inputs. By integrating in-depth linguistic analysis with advanced
computational techniques, our research opens up new possibilities
for enhancing the performance and adaptability of NLI models
in complex linguistic environments. It also provides fresh insights
for future efforts aimed at optimizing the capture of linguistic
features.

Keywords—Native language identification; English for aca-
demic purposes; natural language processing

I. INTRODUCTION

NLI is a technique used to determine an author’s native
language by evaluating their written text. This method plays
a crucial role in L2 writing research [1]]. Traditionally, it has
been assumed that effective NLI requires longer texts [2], as
extended content provides a broader range of stylistic and
linguistic features, making it easier to infer the author’s native
language with greater accuracy. This belief stems from the
linguistic diversity and variability seen across different lan-
guages, as individuals’ written expressions are shaped by their
unique cultural and educational backgrounds [3]. However,
these influences are often difficult to capture in shorter texts,
leading to the widespread misconception that extremely short
texts are unsuitable for NLIL

This assumption, however, overlooks certain fundamen-
tal aspects of linguistics. Even in very short texts, specific
linguistic features—such as grammatical structures, lexical
choices, and common errors—can reveal clues about the
author’s native language. For instance, writers from different
language backgrounds often follow identifiable patterns when

using prepositions, articles, or complex sentence structures [4].
These patterns may still be present even in short text segments.
Moreover, mistakes such as misusing certain tenses or irregular
verb forms can provide valuable insights for NLI.

In many practical applications, it is common to encounter
texts at the sentence level or even shorter [5]. This reality
has driven the exploration of NLI techniques capable of
handling ultra-short texts, particularly in the context of EAP.
In EAP writing, each word choice and grammatical structure
may reflect the author’s linguistic habits and native language
influences [6]. Thus, even brief texts, such as titles, abstracts,
or notes, can contain enough information to facilitate effective
NLI.

Recognizing that traditional NLI approaches often over-
look the subtle linguistic cues in ultra-short texts, this study
proposes an innovative two-stage NLI method. By fine-tuning
the granularity of NLI classification labels, we enhance the
system’s ability to analyze very short texts. This approach
challenges conventional wisdom and proves particularly useful
for academic English, enabling accurate identification of subtle
differences in expression that arise from cultural and linguistic
background variations.

Moreover, our method emphasizes the importance of lin-
guistic analysis to uncover and utilize nuanced differences,
such as slight variations in grammatical structures or lexical
preferences. These aspects are often neglected in traditional
NLI methodologies. To validate the effectiveness of our ap-
proach, we conducted a series of targeted experiments using
advanced machine learning models. The results demonstrate
that our method not only excels in identifying native languages
from ultra-short texts but also offers more precise language
analysis for applications like academic writing assistants and
Grammatical Error Correction (GEC) tools. These applications
can provide more tailored writing suggestions and GEC by
accurately identifying the author’s native language, ultimately
improving both the quality and efficiency of writing. This
study’s success paves the way for further integration of lin-
guistic research and natural language processing technologies.

II. RELATED WORK
A. Overview

NLI aims to infer an author’s native language based on the
text written in a target language. This task holds significant
importance in the field of NLP due to its various applications.
For instance, NLI can be leveraged to improve language teach-
ing methods, enhance the quality of machine translation, and
bolster security monitoring capabilities. By understanding an
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Fig. 1. The general concept of an NLI system is depicted in this figure.
Image adapted from [7].

author’s native language, we can more accurately identify their
linguistic habits and potential errors [8], thereby providing
valuable support for downstream tasks [9]. Fig. [I] illustrates
the concept of NLI.

B. English NLI

English NLI is the most extensively studied area within
NLI. This prominence is due to the widespread use and
influence of English as the primary international language. In
English NLI, researchers focus on extracting linguistic features
from English texts that reflect the author’s native language
characteristics. Most existing studies have concentrated on
long texts, such as essays [10], articles [[L1], and speeches
[12]. These long texts provide a wealth of data, enabling
models to capture the linguistic habits and preferences of
speakers from different native language backgrounds. Common
analytical dimensions include lexical usage frequency [13],
syntactic structures [14], and pragmatic features [15].

Academic English NLI is a specialized subfield of NLI,
aiming to infer the author’s native language background
through the analysis of academic English texts. Due to the
relatively uniform style and conventions of academic English,
extracting native language features poses a greater challenge
[L6]. Nevertheless, authors from different native language
backgrounds exhibit variations in lexical choices [[17]], syntactic
complexity [18], and argumentation styles within academic
writing. Some studies utilize corpora comprising academic
papers, research reports, and students’ academic writings to
analyze features such as discipline-specific terminology [20],
the frequency of passive voice usage [21], and the overall text
organization structure [22]].

C. Short Text NLI

It is important to note that current research primarily
focuses on NLI for long texts [23]], while there is skepticism
regarding the feasibility of effective NLI for very short texts,
such as at the sentence level. This skepticism stems from the
limited linguistic features available in ultra-short texts, making
it challenging for models to capture stable native language
traits [24)]. Despite this, NLI for short texts is essential for
specific NLP downstream tasks, such as English GEC or writ-
ing assistance tools. Unfortunately, due to the prevailing view
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that NLI has a minimum text length requirement, researchers
have not yet explored this area adequately.

We argue that the conclusion regarding the limitations of
NLI for short texts arises because prior studies did not consider
different approaches for varying text lengths. Long texts, such
as paragraphs, contain a wealth of linguistic features, and
methods developed for them are often inappropriately applied
to sentence-level texts. Hence, the current state of research in
this area requires further investigation and reevaluation.

III. GoAL

This study aims to address the gap in NLI research for very
short texts by proposing a systematic and scientific solution.
To ensure the quantifiability of the research, the focus is
specifically on EAP, with the text length constrained to the
sentence level.

IV. METHOD

NLI is a typical text classification task where the core
challenge lies in enabling the NLI system to effectively learn
to balance different classification labels [25]]. Traditional clas-
sification methods often struggle when the NLI system is
presented with sentence-level texts that have minimal distin-
guishing features. However, even at the sentence level, there
are usually subtle differences present [26]; the key challenge
is how to identify and leverage these differences.

A recent study explored this by extracting sentences from
academic papers and translating them into different languages
using a specific method [27]. These sentences were then
translated back into English by English L2 speakers whose
native languages matched the target language. The researchers
found that texts produced by L2 speakers from similar cultural
backgrounds exhibited certain similarities, which were evident
in aspects such as grammatical errors and linguistic style. Fig.
P] illustrates part of the study’s findings, showing the distribu-
tion of grammatical errors. Some researchers may view these
results as reinforcing the idea that such linguistic similarities
make sentence-level NLI even less feasible. However, we take
an opposing stance.

We propose that, by dynamically adjusting the granularity
of classification labels during the training of an NLI system,
and allowing the system to learn the features of English texts
in stages, it becomes possible to capture those subtle features
more effectively. This approach may enhance the system’s
ability to identify nuanced linguistic characteristics that are
otherwise overlooked in conventional classification methods.

Fig. 2| reveals some intriguing patterns in the distribution of
grammatical error types among certain L2 learners. Notably,
learners from China, Japan, and South Korea exhibit highly
similar distributions of grammatical errors. According to the
original authors, this similarity can be attributed to the cultural
and linguistic ties shared by these three countries, which
result in analogous challenges in learning English as a second
language.

Our proposed approach involves training the model to first
learn the shared linguistic features present in English texts
produced by L2 learners from these three countries. Following
this, the model will focus on the subtle, unique characteristics
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Fig. 2. Distribution of grammatical error types across different L2 transcribed texts. Different colors represent the native languages of various L2 speakers.
Image adapted from [27].

of English usage specific to each country. Although similar
patterns of error distribution may exist among L2 learners from
other countries, our study is constrained by the availability of
existing research data. Therefore, we have chosen to focus
on learners from China, Japan, and South Korea. The specific
methodology is detailed in Fig. [3]

V. EXPERIMENT
A. Data

In our study, we have selected the validation set of the
TCNAEC [27] dataset as the training data and the test set
as the testing data. To the best of our knowledge, there
are currently no other publicly available datasets that meet
the specific requirements of our task. While there are some
English datasets consisting of paragraph collections that can be
segmented into sentences, they lack the necessary labeled test
data. Specifically, our task requires both the training and testing
datasets to include English texts produced by L2 speakers from
China, Japan, and South Korea. TCNAEC is the only dataset
that satisfies this condition. It comprises 10 categories labeled
as AR (Argentina), BR (Brazil), CN (China), FR (France), IL
(Israel), 1Q (Iraq), IT (Italy), JP (Japan), KR (South Korea),
and RU (Russia), with each label containing 1,000 validation
entries and 1,000 test entries.

B. Model

In this study, we selected the ROBERTa-large [28] model as
the pre-trained foundation for our experiments. RoOBERTa-large
was chosen due to its robust text classification capabilities,
which makes it well-suited to validate the proposed approach.
The experiment was divided into two phases, each with distinct
objectives and configurations.

In the first experiment, we followed the conventional
method where data, balanced across original labels, was input
into the model. This model is referred to as RoBERTa-1([]
For the second experiment, we implemented our proposed
method, where the three labels—CN, JA, and KR—were
initially merged into a single label, CJK. This produced an
intermediary model, referred to as NLI Model 1. Subsequently,
using the same settings as in the first experiment, the data was
reclassified into CN, JA, and KR labels, resulting in NLI Model
2, named RoBERTa-Stol(ﬂ

The two experiments employed distinct hyperparameter
configurations across different phases of training. In the first
experiment, parameters were set according to configuration
two (shown in Table |I_I|) For the second experiment, the first
phase used configuration one (Table [[), while the second phase
used configuration two. The rationale behind using different
parameter configurations for each phase was to address the

IFor more details about the RoOBERTa-10, visit this link.
2For more details about the RoOBERTa-8to10, visit this link|
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Fig. 3. Method details.
Step 1 Consolidates English text from Chinese, Japanese, and Korean L1 into the CJK label and feeds it, along with other labels, into a Text Classification
Model to create NLI Model 1.
Step 2 Re-divides the CJK label into CN, JA, KR labels, which, alongside other labels, are fed into NLI Model 1 to generate NLI Model 2. NLI Model 2
can then more accurately identify and categorize English text from Chinese, Japanese, and Korean L1.

varying demands of the tasks and differences in the distribution
of data labels.

Step 1: Establishing Baseline Classification Capabilities:
The objective of the first phase was to establish NLI Model 1,
which was designed to handle tasks involving broader categor-
ical distinctions. Specifically, the model’s primary goal was to
classify English text originating from Chinese, Japanese, and
Korean into the unified CJK label, alongside other distinct la-
bels. This strategy aimed to capture key distinguishing features
across broader language groups while ignoring minor linguistic

variations, thereby forming a foundational understanding and
classification ability for the main language groups.

To accommodate this requirement, we opted for a relatively
large batch size (32) and a high learning rate (0.0001) to
facilitate rapid convergence in the early stages of training.
A cosine learning rate scheduler with restarts was employed
to help the model effectively navigate potential local minima
during training. Additionally, we adjusted the class weights to
reflect label imbalances, particularly assigning a lower weight
(0.333) to the CJK class to prevent the model from dispropor-
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tionately favoring this category, which combined texts from
three different languages.

Step 2: Enhancing Language Recognition Precision: In the
second phase, the focus shifted towards more fine-grained
language recognition. The objective of RoOBERTa-8to10 in this
phase was to differentiate between CN, JA, and KR labels,
building on the language recognition capabilities developed in
the first phase. To capture the nuanced differences between
these languages, we adopted a smaller batch size (16) and
a lower learning rate (0.00005), encouraging the model to
become more sensitive to subtle details and achieve higher
accuracy. To further prevent overfitting and ensure better
generalization across fine-grained categories, we increased the
dropout rate to 0.5.

By employing this step, targeted training strategy with pa-
rameter adjustments tailored to each phase’s needs, ROBERTa-
8tol0 was able to improve classification accuracy and sen-
sitivity when distinguishing between Chinese, Japanese, and
Korean texts. This approach successfully met the distinct
objectives of each phase.

TABLE I. HYPERPARAMETER SETTING 1

Parameter Value
Mixed Precision none
Optimizer adamw_torch
Scheduler cosine_with_restarts
Batch Size 32
Epochs 20
Gradient Accumulation 1
Learning Rate 0.0001
Maximum Sequence Length 128
Dropout Rate 0.3
AR: 1
BR: 1
CJK: 0.333
. FR: 1
Class Weight L 1
1Q: 1
IT: 1
RU: 1

TABLE II. HYPERPARAMETER SETTING 2

Parameter Value

Mixed Precision none

Optimizer adamw_torch
Scheduler cosine_with_restarts
Batch Size 16

Epochs 30

Gradient Accumulation 1
Learning Rate (Ir) 0.00005
Maximum Sequence Length 128
Dropout Rate 0.5
Class Weight balanced

VI. RESULTS
A. Analysis

We compared the classification performance of two models,
RoBERTa-10 and RoBERTa-8to10, through metric evaluations
(Table and confusion matrix analyses (Fig. ) to explore
the impact of a phased classification strategy on model perfor-
mance.

Vol. 15, No. 10, 2024

TABLE I1I. MODEL PERFORMANCE METRICS

Model Metric CN JP KR
Precision 28.02 35.29 10.12
Recall 78.60 1.20 2.50

RoBERTa-10 Fos 3216 528 629
Average Fy 5 14.58
Precision 33.06 42.37 16.85
Recall 59.50 2.50 16.80

RoBERTa-8t010 " 3628 1011 1684
Average Fy .5 21.08

Confusion Matrix for RoBERTa-10
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Fig. 4. Confusion matrix for models.

In the RoOBERTa-10 model, all 10 labels were used simul-
taneously for training and prediction. The metric evaluations
show that the model achieved a relatively high recall rate
(78.60) for the CN label, but its precision was low (0.2802),
resulting in a relatively low Fp 5 (32.16). This suggests that
although the model successfully captured a significant portion
of CN-labeled samples, its accuracy was insufficient, with
a high number of misclassifications. The confusion matrix
further confirmed this: while 786 CN samples were correctly
classified, a considerable number of samples were misclassified
as JP or KR. For the JP and KR labels, the recall rates were
extremely low, with only a small number of samples correctly
classified, and most were misclassified as CN. This indicates
that the model struggled significantly in distinguishing between

www.ijacsa.thesai.org

993 |Page



(IJACSA) International Journal of Advanced Computer Science and Applications,

these three labels.

In contrast, the RoOBERTa-8to10 model employed a phased
classification strategy. First, the CN, JP, and KR labels, which
were prone to confusion, were merged into a new CJK label.
This CJK label, along with the remaining seven labels, was
used for initial model training. In the second phase, samples
predicted as CJK were further subdivided. Metric evaluations
showed an improvement in precision for the CN label to
33.06, with a corresponding increase in the Fj 5 score to
36.28, despite a slight drop in recall (0.5950). This indicates
that the model effectively reduced misclassifications while
maintaining a good ability to identify CN-labeled samples.
For the JP and KR labels, both precision and Fj 5 scores saw
significant improvements, particularly for the JP label, where
precision increased from 35.29 to 42.37. The confusion matrix
revealed that the number of correctly classified JP samples
doubled to 25, while the number of correctly classified KR
samples surged to 168. This highlights the effectiveness of the
phased classification strategy in enhancing the model’s ability
to differentiate between these confusing labels [29].

In summary, the ROBERTa-8to10 model demonstrated sub-
stantial improvements in classification performance for the CN,
JP, and KR labels. By merging the easily confused labels in
the initial phase, the phased classification strategy reduced the
complexity of the initial classification task. In the subsequent
fine-tuning phase, the model was able to better learn the
subtle differences between these labels, leading to enhanced
precision and reliability. These results validate the advantages
of a phased classification approach in multi-label classification
tasks and provide an effective solution for addressing similar
classification challenges.

B. Discussion and Future Work

In this work, we have demonstrated the effectiveness of
the proposed method, showing that the phased classification
strategy has significant advantages in handling multi-label clas-
sification tasks with easily confused labels. Due to limitations
in data volume and the available types of data, our current
exploration is restricted to English texts written by native
speakers of Chinese, Japanese, and Korean. The linguistic and
cultural similarities among these three languages make the
classification task more challenging, but also provide an ideal
testing ground for our model.

Looking ahead, we aim to address the issue of data scarcity.
By collecting and constructing larger, more diverse datasets,
we hope to validate our approach across a broader range of
languages and cultural contexts. This would not only improve
the generalization capabilities of the model but also allow us
to explore the application of the phased classification strategy
to more complex groupings and finer-grained labels.

Additionally, while this study focuses on sentence-level
text classification, our approach is theoretically applicable to
longer texts as well. For example, texts at the paragraph or full-
article level contain richer contextual and semantic information
[30], which could enable the model to more accurately capture
linguistic features and distinctions. Thus, we plan to extend our
method to longer texts in future research, with the expectation
of achieving even better classification performance.
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VII. CONCLUSION

In this study, we focus on NLI for ultra-short EAP
texts and propose an innovative methodological strategy. This
strategy primarily involves the phase-wise adjustment of L1
label granularity to fine-tune deep learning models, thereby
more accurately capturing the subtle linguistic features of L2
English texts from similar cultural backgrounds. The core
of this method integrates in-depth grammatical analysis with
advanced computational techniques, combining traditional lin-
guistic knowledge with modern machine learning technologies
to enhance model performance and adaptability in complex
linguistic environments. To validate our approach, we designed
a series of scientific experiments that clearly demonstrate the
effectiveness of the proposed method by comparing model
performance before and after the experiments. The results
show that the granularity-adjusted models are more sensitive
to and can better identify linguistic variations caused by
subtle cultural differences, thereby significantly improving the
accuracy of NLI. Moreover, we conducted multiple rounds of
verification to ensure the reliability and repeatability of the
results. Through exhaustive data analysis, we not only proved
the effectiveness of our method but also explored its potential
for future research. The analysis indicates that this strategy
is applicable not only to ultra-short texts but can also be
effectively applied to texts of varying lengths, offering new
perspectives and tools for managing diverse linguistic inputs.
Our research further reveals that further optimization of the
label granularity adjustment strategy could allow for more
precise capture of linguistic features, providing new directions
and possibilities for future research.
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