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Abstract—The Internet of Things (IoTs) is the network from 

devices, sensors and physical tools, in order to exchange data by 

similar devices and the software through Internet. The expansion 

of IoTs in fields of smart healthcare, smart agriculture, smart 

home, smart city and similar fields has created a revolution on the 

human life. Due to the importance of IoTs, it is necessary to 

identify the malicious traffic for the maintenance of privacy, the 

stability of the network and the blocking of undesirable actions. In 

the current paper, a framework for the identification and the 

generation of novel samples from malware, based on the raw 

bytecode in the layer of the edge for IoTs is presented. 

Convolutional neural networks have been used to extract the 

features with high levels, and the boundary technique of the 

generative adversarial network has been applied to create novel 

samples from malware. Therefore, even with a few samples from 

malware, a considerable number of the prior unseen samples from 

malware can be identified with good accuracy. To get the short-

term dependence and the long-term dependence from features, a 

method based on attention, which is a composition from CNN and 

LSTM, is used. The performance of the presented method is 

evaluated by a series of the experiments in dataset of IoT-23. The 

outcomes show that our approach obtains the foremost result with 

the greatest accuracy equal to 99.94%, compared to the most 

advanced machine learning methods. 

Keywords—Convolutional neural network (CNN); Internet of 

Things (IoT); malicious traffic; identification; long short term 
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I. INTRODUCTION 

IoTs is an interconnected system from the devices, the 
physical equipment, the computers, etc., which are distinguished 
from each other by a unique identifier, and benefit from the 
ability of the data transmission by using the Internet 
infrastructure. Currently, the technology and the scope of IoTs 
is expanding as day by day [1], and more devices are added to it 
every hour. According to the predictions until 2025, there will 
be more than 41 billion IoTs devices, while this number was 
about eight billion in 2019 [2, 3]. According to the report of the 
security company of Kaspersky, in first six months of 2019, 
further than 100 m attacks have been made on the IoTs devices, 
which is seven times more than in the first half of 2018 [4]. The 
attacks on the IoTs networks include four categories: the attacks 
of physical, the attacks of network, the attacks of software and 
the attacks of encryption [5]. These reported attacks are mainly 
the attacks of software and the attacks of network. The Mirai 
malware is an example from a widespread attack on the IoT 

devices that infected more than one million devices in 2016. Due 
to the security flaws in IoT devices, these devices are known as 
an attractive target for the cyber attackers. These devices are 
often manufactured with the aim of the reduction of the costs 
without serious security considerations, which makes them very 
vulnerable to the attacks; In many cases, even the default 
username and the default password of the IoT devices are not 
changed. In addition, the provided updates by the manufacturers 
of the IoTs devices are not applied to the mentioned devices, 
which in turn, leads to the creation of the more serious security 
flaws. In the latter years, many research has been done to 
identify and to deal with the done attacks on the IoT networks, 
but the attacks on the IoTs networks have also become the more 
sophisticated and the more efficient. 

In the different phases of the identification, the 
contamination, the persistence and the operations [6], the 
attackers need to interact with the IoTs networks through the 
Internet and the network protocols; therefore, the investigation 
of the IoTs network traffic can help to the identification of the 
attacks and the compromised networks [7]. Although, the 
obfuscation of the network traffic by the attackers can cause the 
disturbances in the process of the identification of the attacks by 
the security experts, but, the deeper investigations into the 
structure and the nature of the different parts in the network 
traffic can result in an increment in accuracy and precision of the 
identification. Many researches have been conducted with the 
aim of the attacks identification on the IoTs infrastructure 
(especially the malware-based attacks) by using the IoTs 
network traffic analysis. In study [8], the authors use a hybrid 
method of the clustering of the fuzzy c-means and the scheme of 
the fuzzy concatenation, to evaluate the traffic of network and to 
identify the traffic of malicious. In study [9], the authors try to 
create an inference engine based on machine learning, by 
exploiting the signaling patterns and by helping the features such 
as the activity cycle in the network traffic. In [10], the authors 
have presented a model for identification of the scanning 
malware on the infrastructure of IoT, based on unique signatures 
(by focusing on the Mirai malware). In study [11], the 
researchers have presented a hybrid honey container approach, 
basis on existence of the authentication weaknesses in some 
services such as SSH and Telnet and based on the possibility of 
the command injection, to capture the malicious samples in the 
IoTs infrastructure. 

Despite the efforts in the field of the identification of the 
attacks on the IoTs networks, this category of the security risks 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 10, 2024 

238 | P a g e  

www.ijacsa.thesai.org 

is still expanding. One of the reasons for this is the inability to 
cover the existing identification methods and the number of the 
new unknown attacks. An efficient identification method should 
be able to adapt with the dynamic conditions for the 
identification of the zero-day unobserved attacks. In the current 
paper, a framework for the identification and the generation of 
the novel samples from malwares, basis on the raw bytecode in 
the layer of the edge for the IoTs networks, is presented. CNN 
has been used to extract the features with the high level, and the 
boundary technique of the generative adversarial network 
(GAN) has been applied to create the novel samples from the 
malware. Generative models have emerged as a crucial category 
of deep neural networks and are widely recognized. Introduced 
in 2014, GANs are a notable type of generative model with two 
primary uses in cybersecurity. Firstly, GANs can enhance the 
generalization and performance of machine learning models by 
creating new samples that mimic the original data. Secondly, 
they can generate adversarial examples to test and potentially 
compromise machine learning models. Therefore, even with a 
little samples from the malwares, a considerable number of the 
prior unseen samples from malwares can be identified by the 
good accuracy. To get the short-term dependence and the long-
term dependence from the features, a method basis on the 
attention, which is a composition from CNN and LSTM, is used. 
The mechanism of the attention betters the performance of the 
method by increasing or by reducing the attention into the 
determined parts from features.  

The key contributions of this research are: To enhance the 
stability of GAN training and improve the accuracy of malware 
detection classifiers, we introduce a new representation learning 
model using a CNN to extract high-level features from raw data; 
To bolster system security by enhancing model generalization 
and robustness, we increase the training set size by generating 
new malware sample signatures with a generative model known 
as Boundary seeking GAN. For precise malware detection, we 
propose an attention-based deep learning model that combines 
CNN and LSTM, which simultaneously considers both long-
term and short-term dependencies in the input data and 
emphasizes critical features. The continuation of the paper is 
organized as the below. In Section II of article, the related 
researches to the analysis of the traffic and the identification of 
the malicious traffic in IoTs infrastructure, is presented. In 
Section III of article, our approach is described. In Section IV of 
article, results of our approach are reviewed. In Section V of 
article, the conclusions and the future works are given. 

II. RELATED WORKS 

With the extension of IoTs in recent years and the emergence 
of the security risks, several researches have been conducted in 
the field of the identification of these cyber threats, which each 
case has identified these attacks with the different levels of the 
accuracy and the speed. Some of these studies are mentioned in 
the below. In study [12], three models based on CNN for the 
detection of the malware in IoTs are investigated on 100 samples 
from malware of IoT in a 32-bit architecture, by comparing the 
various representations from data containing the trails, the 
assembly codes and the images. This comparison is done to 
detect the malicious files and the safe files. The findings show 
which either model performs as the fully good. In study [13], a 
2-step combined scheme for the detection of the malware is 

proposed to support the devices against the ambiguous malware. 
This approach includes two stages for the identification of the 
Internet of Things malware. First, after doing the fixed analysis, 
opcodes are exploited and the files of the benign are identified 
with the use from the trained information through the two-way 
model of LSTM. Next, the running analysis is done in the files 
that are categorized as the benign in a nested virtual 
environment. After the extraction of the behavior information 
and the memory processing by the log of the behavior based on 
the variations in the system, the malware can be identified via 
trained approach. 

In study [14], the IoTs malwares in the military domain have 
been investigated. Also, a model basis on the deep learning for 
the identification of the malware through the opcode sequence 
is presented. The proposed method transforms the opcodes to a 
space of the vector and applies a special model from space deep 
learning for the classification of the malicious programs. In 
addition, the strength of this method for the detection of the 
malware and its stability over the unwanted attacks for the 
insertion of the code have been investigated. In study [15], the 
authors have developed a method with the aim of the detection 
of the ransomware, which focuses on the traffic between the IoT 
devices and the outside world. The proposed method resides in 
SDN and analyzes the header of the CoAP packets and the 
TCP/IP packets. The proposed method is implemented in three 
steps. The first is collection of samples. The second is training 
of this approach, where the special features from the collected 
traffic in the previous step, are used. A combination from the 
naive bayes (NB) and PCA is proposed to identify ransomware, 
in second step and third step. The third is the detection and the 
moderation, where the ransomware attacks are detected by using 
the knowledge of the previous steps. 

In study [16], the authors have proposed a software 
architecture as a network performance virtualizer, to deal with 
extension of malware in the networks of IoTs. To create a 
scalable intrusion detection system, an architecture of RNN is 
applied under the name of the LSTM learning. The input dataset 
consists of BoT-IoT, which after the pre-processing, is fed back 
to the input layers of the neural network. Basis on pre-processed 
data, model is trained and is used for the detection of the 
malicious traffic. In study [17], the authors have developed a 
software framework for the malware classification based on the 
MIPS architecture that uses the passive F-Sandbox and ML. 
This method uses network-based behavior for the collection of 
the information, in addition to the use of the intermediate 
application programming calls, the instruction tracing, the 
registry changes, the memory writes, etc. The machine learning 
algorithm includes the support vector machine (SVM) along 
with the scheme for the feature extraction of n-gram, and weight 
of the proposed trained model for the classification of five 
malware families is 97.44%. 

In study [18], the authors have presented a non-invasive 
model, to derive the activities of the malicious from the malware 
at the IoTs network level through the analysis of the side-
channel signals by using machine learning. First, the proposed 
method filters the signals of the devices, to achieve the signals 
of the suspicious. Next, by performing the fine-grained 
evaluation for the signals, it tries to derive the performed 
activities in devices. The proposed method specifies whether a 
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malware infection has occurred or not, by performing the 
correlation analysis on the detected activities. In study [7], the 
authors have presented a distributed method of the modular that 
can be applied for detection of the network-based activities on 
the IoTs infrastructure with a large scale. The proposed method 
uses ML for the classification of the traffic in the devices of the 
edge, the network database for the traffic vector from the feature 
and the security module from the policy. A scheme of ML is 
applied to classify the access gateway network traffic, with the 
use from the vector of the feature and the retrieved labels of the 
class from the database. Then, the method is transferred to a 
classifier of ML. If the novel malware is found, then, model is 
retrained and is compared to the current classifier for the 
checking of the performance. 

III. THE PROPOSED METHOD 

In general, rather than the creation of a software in the first, 
the developers of the malware create the novel examples by 
making the lesser variations in the existed examples, to cause 
them harder for identification. Here, the novel signatures from 
the malware are generated by using GAN, based on a restricted 
number of the existed cases. Since the final goal of GAN is the 
estimation of the distribution of data, the created data is based 
on distribution of the existing malware. They are possibly 
analogous to the malware which can be published in future. 
After creating the novel samples, these data are added to set the 
training, which makes the network be trained by the varied 
samples. Fig. 1 displays the framework of our approach. First, 
the headers in the files are exploited. Next, the features of the 
abstract in the high level are extracted by CNN. Then, the novel 
signature from the samples of the malware is created by the 
boundary search GAN. This signature is added to the main set, 
to train the presented CNN. In the below sub-sections, the 
different steps of this proposed method are explained in the 
detail. 

A. Header Extraction 

The raw byte sequence of the header is used as a feature for 
the identification of the samples of the malware. The header is a 
little segment from file with the useful information, that it may 
be exploited under every conditions insomuch it is not encrypted 
[19]. In addition, it has been endeavoured to use minimum scope 
of the information. In this method, just three parts from the 
header of PE are used: OPTIONAL, MS-DOS and FILE. Basis 
on many tests in the bytes and the similar analyzes [20, 21, 22], 
it has been concluded that these fields of the header have the 
greatest influence in the malware identification on the files of 
PE. These parts are placed on the most files of PE and can be 
quickly exploited by the little overhead. Only header length and 
offset position are required for extraction of header. The 
required time for the extraction of headers is equal to 0.02 s, that 
is the much little, as compared with the extraction of the features 
like the opcode. Pursuant to the features of PE, the header of 
MS-DOS is equal to firstly 64 bytes from a file of PE. The 
information of FILE and OPTIONAL are placed on subsequent 
248 bytes or subsequent 264 bytes, depending on whether 
software is for 32-bit devices or 64-bit devices [20]. Too, in the 
files of ELF, the header of ELF, that relies on 64-bit address or 
the 32-bit address and contains firstly 64 bytes or firstly 52 bytes 
from a file, is exploited [23]. Each extracted byte is transformed 

into a number in the decimal format, among 0 to 255, and in the 
next step, it is applied as the input in CNN. The header of ELF 
is a road map for representation of the structure of the file that 
contains the useful information like the type of the object file, 
the needed structure, the version, and so on. In this article, it has 
been tried to apply just the little parts from the executable file of 
the binary, and there is no requirement for the analyze or the 
exploitation. The needed time for the extraction of the header of 
ELF is equal to 0.0001 s, that is not significant. 

B. High-Level Feature Extraction 

One of the applications of the deep learning is capability to 
automatically learn the features of the conceptual. It catches a 
representation in the low level from the data and then, extracts a 
representation in the high level that is the further detachable for 
the classification. That's mean, the space of the conceptual is 
learned by the main space. Another benefit is the decrease in 
dimensions. If the dimensions in the space of the feature are 
larger, then further memory is needed for execution of the 
computations. Here, a deep model for the learning of the 
representation is implemented. Therefore, two models from the 
famous models, namely auto-encoder and CNN, which are used 
for the extraction of the feature, are implemented. Pursuant to 
the tests, CNN has performed better than the auto-encoder, for 
the feature extraction. Therefore, CNN has been used in the 
proposed method. In the presented DNN, the layer of the 
embedding is applied to transform the distinct vectors of the 
feature into the continuing vectors [24]. 

There are methods for the execution of this task, including 
the encoding of one-hot. In the encoding of one-hot, the creation 
and the update of a vector is rapid and simple. Nevertheless, 
sometimes, its dimensions can enhance as dramatic. Also, it 
cannot train the relations among the vectors of the feature. 
However, the method of the embedding can train the logical 
relations among the vectors of the feature. Next, 2 1D 
convolution layers are used, that can exploit the dependence 
among features. Conv-1D, according to its framework, has much 
the less complexity of the computational against Conv-2D. 
Therefore, it can be trained with the great speeds and without 
ever strong hardware. Thus, it can be applied on the applications 
in the real time with the low cost. Another benefit of Conv-1D 
is that the complex sequential data structures can be learned even 
with a shallow architecture [25]. After every layer of the 
convolution, a layer of the max-pooling is adopted, that is a 
common solution for the down-sampling. The layer of the 
pooling is responsible for the collection of the useful features of 
the abstract, to avoid the overfitting or to decrease the 
complexity of the computational [24]. Eventually, a layer of the 
dense by 32 neurons is adopted, that is the newly extracted 
feature vector. 

C. Generation of Data and Oversampling of Training Set 

In the proposed method, the boundary search GAN is used 
to create the signatures of novel samples from malwares. The 
generator produces the samples basis on the random distribution 
like Gaussian. It endeavors to transmit the random distribution 
into distribution of the main samples from malwares. Next, the 
generated samples and the actual samples are provided on 
discriminator, to be categorized in the respective categories. 
After the training of network, the generator learns the original 
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distribution of the malware, and can generate new signatures 
from the samples of the malware. Eventually, the created data 
are aggravated in the main dataset. The proposed approach is the 
stronger against the noise and the data manipulation, because of 
this over-sampling. The framework of generator and the 
discriminator is displayed on Fig. 2. Because the features in the 
high level that CNN extracts as the samples of the training in 
previous step, are used, the process of the training is the very 
rapider and the further permanent than when the main features 
are applied. Too, a single-way technique for the smoothing of 
the label is applied, and the positive label of the class is shifted 
by 0.9. Pursuant to Goodfellow [26], this method betters the 
efficiency of discriminator over the tricks of the generator. 

D. Malware Identification 

Eventually, a DNN is proposed for the malware 
identification, which the general framework is shown on Fig. 3. 
In it, there are two 1-D layers of the convolutional, which extract 
the multiple features of the local from the long trails of the input. 
The next maps are computed basis on the below equation, where 
input is represented by 𝑓 by length 𝑛, and kernel is represented 
by ℎ with length 𝑚: 

(𝑓 ∗ 𝑔)(𝑖) = ∑ 𝑔(𝑖) ∙ 𝑓(𝑖 − 𝑗 +
𝑚

2
)𝑚

𝑗=1  (1) 

 

Fig. 1. The general structure of our approach. 

 

Fig. 2. The overall framework of generator and discriminator. 
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Fig. 3. Our designed network structure for the malware identification. 

After every layer of the convolution, there are the pooling 
layer and the dropout layer, to avoid the overfitting [24]. The 
dropout is a method which randomly drops a number of the 
neurons from every layer, with a fixed rate in the training of the 
network. Therefore, the approach does not rely on a special set 
from the neurons and the weights. Next, a layer of LSTM is 
adopted, that decreases the influence of the vanishing slope and 
smooth the road [27]. LSTM includes the internal manners 
which can regulate the flow of data. 

𝑓𝑡 = 𝜎(𝑊𝑓 ∙ [ℎ𝑡−1. 𝑥𝑡] + 𝑏𝑓)  (2) 

𝑖𝑡 = 𝜎(𝑊𝑖 ∙ [ℎ𝑡−1. 𝑥𝑡] + 𝑏𝑖)  (3) 

𝑜𝑡 = 𝜎(𝑊𝑜 ∙ [ℎ𝑡−1. 𝑥𝑡] + 𝑏𝑜)  (4) 

𝐶𝑡 = 𝑓𝑡 ∗ 𝐶𝑡−1 + 𝑖𝑡 ∗ tanh(𝑊𝑐 ∙ [ℎ𝑡−1. 𝑥𝑡] + 𝑏𝐶) (5) 

ℎ𝑡 = 𝑜𝑡 ∗ tanh(𝐶𝑡)   (6) 

𝑓𝑡 represents the gate of the forget, which is responsible for 
the removal of the information that the state cell does not need 
it. 𝑖𝑡  represents the gate of the input, which determines what 
novel data can be added to cell. 𝑜𝑡  represents the gate of the 
output, which specifies output of current cell. 𝐶𝑡  indicates the 
state of the cell, and ℎ𝑡 indicates hidden state, that is output from 
the layer of LSTM. To decrease the time of the execution, the 
layers of the convolutional and the layers of the max-pooling 
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have been applied to exploit the features from the long trails and 
to send these features to the layer of LSTM. The composition of 
LSTM and CNN displays the short-term dependencies and the 
long-term dependencies as simultaneously [28]. Then, the 
memory takes into account correlations between the features. 
Next, the mechanism of the attention [29] is applied to specify 
the relationship among the various locations of a trail. The main 
stimulant is the increase of the accuracy, by enhancing or by 
reducing focus and attention on the specified parts from the trails 
of the input. The mechanism of the attention emulates the 
manner of the vision in the human. When the mechanism of the 
vision detects a case, it does not seek the whole scene and 
focuses on a specified part. The attention learns relationship 
among the features and their effect in the identification of the 
goal. The stages are described in below relations. ℎ𝑖 displays the 
hidden states in the layer of LSTM. 𝑤0  and 𝑤1  displays the 
matrix of the weights. A NN is trained, to allocate the grades to 
the connected inputs. When the grades are computed, the 
weights of the attention are produced, by doing function of 
Softmax. The sum of weights must be 1. Then, this vector is 
multiplied by the vector of the input, to use weights on output. 

Then, input is hidden state in the layer of LSTM. Therefore, a 
weight is computed for every state, which displays its 
significance in a classification work. Also, it causes that the 
approach be the stronger over the noise. 𝑜𝑢𝑡 is fed to a layer of 
the fully-connected by the activation of Softmax, to perform the 
classification. 

𝑜𝑢𝑡 = ∑ 𝑎𝑖ℎ𝑖
𝑇
𝑖=1     (7) 

ℎ̅ =
1

𝑇
∑ 𝑎𝑖ℎ𝑖
𝑇
𝑖=1     (8) 

𝑎𝑖 = tan(𝑤0
𝑇ℎ𝑖 + 𝑤1

𝑇ℎ̅)   (9) 

Finally, it should be mentioned that the used optimizer is 
Adam, and the size of the batch is adjusted to 80. The function 
of the loss is the binary entropy-cross. CNN is trained as a 
module from the extraction of the feature in 15 iterations, and 
the proposed network is trained in 1200 iterations. The details 
of the discriminator and the generator are displayed in Fig. 4 and 
Fig. 5. Too, the proposed DDN for the malware identification is 
trained in 20 iterations.

 

 

Fig. 4. The framework of generator. 

 

Fig. 5. The framework of discriminator. 

IV. EXPERIMENTS AND EVALUATION OF RESULTS 

Here, details of dataset and experiments and results are 
provided. Python has been applied for implementation of 
experiments. Our approach is implemented in a computer by 8G 
RAM and Core(TM) i7 CPU 3.0 GHz Intel(R). CNN is 
implemented on GPU, and the card of the graphics is NVIDIA 
GEFORCE 840M. 

A. Dataset 

On the current article, dataset of IoT-23 [30], which is an 
IoTs network traffic dataset, is used. This dataset consists of 
three benign recordings and 20 malware recordings, which are 
gathered in 2018 to 2019 at Czech Republic, Stratosphere Lab, 
CTU University. For the scenarios of the benign, the traffic of 

the network is gathered by three real IoTs devices: a smart LED 
light bulb, a device of Amazon Echo and a smart lock of the 
door. It enables others to perceive the usual behavior of IoTs 
networks. According to the big size of IoT-23, seven scenarios 
of the malware and three scenarios of the benign, which 
comprise more than 1200000 Zeek flows, are selected. The 
dataset has 21 features, which one of them is the class label. The 
dataset is randomly divided into three segments: 70% for the 
training, 10% for the validation and 20% for the test. 

B. Evaluation Criteria 

The below criteria are applied, to analyze efficiency of 
different methods: 1) TP, that displays number of the flows of 
the benign which are accurately classified; 2) TN, that displays 
the samples of the malware which are accurately identified; 3) 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 10, 2024 

243 | P a g e  

www.ijacsa.thesai.org 

FP, that displays the flows of the benign which are incorrectly 
identified as the malware; 4) FN, that displays the samples of 
the malware which are incorrectly identified as the benign; 5) 
Accuracy displays the percent of the precise identifications: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑁+𝑇𝑃

𝑇𝑁+𝑇𝑃+𝐹𝑁+𝐹𝑃
; 6) Precision displays a proportion 

from the true positives to the total precise identifications: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝐹𝑃+𝑇𝑃
; 7) Recall displays the expected amount of 

the malwares which are accurately identified: 𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝐹𝑁+𝑇𝑃
; 

8)  F1-Score displays a weighted average for Precision and 
Recall, which its foremost value is equal to 1 and its worst value 

is equal to 0: 𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 ×
𝑅𝑒𝑐𝑎𝑙𝑙×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
. 

C. Results 

Here, the findings of our approach are presented on IoT-23. 
In addition, a comparison among the efficiency of our approach, 
the advanced machine learning models, the models basis on 
deep learning and the ensemble learning malware detection 
models is presented. At first, the efficiency of our approach is 
analyzed as separately and by using different criteria, on the 
selected dataset. As shown in Table I, our approach the good 
efficiency, according to all performance criteria. Also, the loss 
values of the proposed approach have been drawn, to analyze 
the influence of the exploited features by the training of CNN 
and to check how of convergence of the generator and the 
discriminator. As displayed on Fig. 6, when the main bytecodes 
are used for training of the proposed approach, the error among 
the generator and the discriminator is not moderated and is fastly 
changed. Nevertheless, as shown on Fig. 7, the rate of the error 
is moderated with the use from the exploited feature, and the 
values of the error is not rapidly varied. 

To make a comprehensive analysis, the efficiency of our 
approach is compared to the advanced machine learning models, 
the malware detection models basis on deep learning and the 
ensemble learning models. The comparison results are shown in 
Table II. For the machine learning methods, an advanced 
machine learning algorithm is selected and is implemented from 
each article, which is shown in the column "Model" in Table II. 
The results show that our approach, has a higher efficiency than 
the similar models. The highest Accuracy is equal to 99.94%, 

which is related to the proposed method. In addition, according 
to Precision and F1-Score, the rate of the improvement is 
significant. 

Fig. 8 to Fig. 11 graphically show the comparison among the 
performance of different models and our approach based on the 
different criteria. As can be viewed, in all experiments, our 
approach performs better than similar machine learning-based 
models, the models basis on deep learning, and the ensemble 
learning models. The findings confirm which our presented 
approach outperforms than similar works, according to all 
different criteria. Briefly, our proposed approach obtains to a 
passable efficiency in the classification. Also, this improvement 
in the efficiency is due to the use from the mechanism of the 
attention, which increases influence of the related features on 
classification and increases accuracy of our approach. Since our 
approach has reliable efficiency (even in the restricted data for 
the training), it can be applied on the configurations with the 
inadequate unbalanced data. In addition, the proposed approach 
handles the consecutive data, which can be used to identify the 
malware basis on the traffic of the network, the opcode, etc. 

D. Discussion 

The results from this study clearly show that model 
performance has significantly improved after applying GAN for 
oversampling. We increased the positive class (malware) using 
samples generated by GAN and the negative class (benign) 
using original Windows software. The performance 
enhancement is evident. Deep networks are advantageous as 
they can extract conceptual spaces from data. Our proposed deep 
network, which combines CNN and LSTM, considers both 
short-term and long-term dependencies simultaneously. 
Additionally, selecting the optimal structure and fine-tuning 
network hyper-parameters after extensive experimentation were 
crucial. Even with a limited number of training samples, the 
proposed model can detect malware with reasonable accuracy. 
In contrast, similar methods require more training samples due 
to their network structure and image-based input type. They also 
perform poorly in the feature engineering phase with limited 
data and only consider short-term dependencies between 
features. 

TABLE I.  THE EXPERIMENTAL RESULTS OF THE PROPOSED APPROACH ON IOT-23 

F1-Score Recall Precision Accuracy Model 

99.95 99.97 99.89 99.94 Our Model 
 

TABLE II.  THE COMPARISON AMONG THE EFFICIENCY OF LATTER MODELS FOR THE DETECTION OF THE MALWARE AND THE PROPOSED APPROACH ON IOT-
23 

F1-Score Recall Precision Accuracy Model Type 

98.76 99.13 97.12 97.96 Method in [31] 
Machine Learning 

Methods 
99.05 99.14 98.84 98.99 Method in [32] 

93.27 92.89 93.68 96.74 Method in [33] 

99.15 99.25 98.97 99.12 Method in [34] 
Deep Learning 

Methods 
98.88 99.11 98.67 98.84 Method in [35] 

95.97 96.87 97.14 96.44 Method in [36] 

95.77 91.92 96.81 98.59 Method in [37] 
Ensemble Learning 

Methods 
95.34 96.12 95.11 94.98 Method in [38] 

99.12 98.77 99.39 99.17 Method in [39] 

99.95 99.98 99.89 99.94 Our Method 
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Fig. 6. The loss of generator and discriminator, when the main header is applied for training of the proposed approach. 

 

Fig. 7. The loss of generator and discriminator, when the features of CNN are applied for the training of the proposed approach. 

 

Fig. 8. The results of accuracy on IoT-23. 

 

Fig. 9. The results of precision on IoT-23. 
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Fig. 10. The results of recall on IoT-23. 

 

Fig. 11. The results of F1-score on IoT-23. 

V. CONCLUSIONS AND SUGGESTIONS 

The ever-increasing expansion of the IoTs devices and the 
lack of the proper security policies at the time of the production 
on them, have turned this category of the equipment into the 
potential targets for the cyber attackers and the computer 
malware developers. The resource limitation in the IoTs devices 
is the main challenge in the implementation of the security 
mechanisms. On the current article, a novel approach for the 
identification and the generation of the novel samples from 
malware in IoTs, basis on the main header bytes, is provided. 
Too, a model for the automatic learning of the representations is 
implemented, to extract the space of the conceptual from the 
main data that betters the process of the training in the boundary 
search GAN and increases the accuracy. The findings display 
which accuracy of classifiers is significantly bettered, that 
denotes the effect of the created data in generalization and the 
strength of classifiers. Too, a DNN is used that simultaneously 
catches the dependencies of the local and the global in the data, 
to identify the samples of the malware. The findings display 
which our approach outperforms than similar approaches, 
according to all criteria. In future works, it is possible to evaluate 
the malicious traffic in the IoTs networks by using other features 
of the network packets and by developing other deep learning 
models, along with the activation algorithms and the different 
cost functions. Also, GANs can be used to generate and to 
identify the Hostile samples. The Hostile samples are between 
most important attacks which menace the models of ML. In 

addition, in the future, the malware samples can be produced and 
can be analyzed with the use from the similar manners, such as 
the running on an implicit environment. 
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