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Abstract—With the popularization of computer technology, 

the combination of artificial intelligence and image processing 

technology has become a research hotspot in the visual 

communication. Image processing technology mostly involves 

segmentation and detection of images. Image segmentation often 

focuses on extracting image contour information, while ignoring 

the color of the image. The calculation time for image detection is 

relatively long, and the calculation steps are also relatively 

cumbersome. In response to the above issues, a density peak 

clustering algorithm was proposed for image segmentation. In the 

phase of image detection, the region recommendation network is 

introduced to improve the faster region Convolutional neural 

network algorithm. The findings demonstrate that under 15% 

Gaussian noise and 10% Salt-and-pepper noise, the segmentation 

accuracy of the density peak clustering algorithm is 98.13% and 

97.89% respectively. The accuracy, recall and F-measure of the 

improved fast region Convolutional neural network algorithm are 

98.49%, 97.29% and 97.77% respectively. The accuracy and 

average time consumption in the graphics processor environment 

are 98.18% and 2.94ms, respectively. In conclusion, the image 

segmentation algorithm based on density peak clustering 

algorithm and the improved fast region Convolutional neural 

network algorithm are robust, which have good segmentation and 
detection effects. 
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I. INTRODUCTION 

A. Research Background 

With the continuous progress of science and technology, the 
Visual communication is also seeking breakthroughs [1-2]. As 
a common form of visual communication, the processing 
technology of images has also shifted from artificial to 
intelligent [3]. Especially in today's increasingly popular digital 
information processing and transmission, images, as the most 
intuitive form of visual expression, have become an 
indispensable part of information communication. Image 
processing technology includes image digitization, image 
enhancement and restoration, image data encoding, image 
segmentation (IS), and image detection technology. Covering 
various aspects from image acquisition, image analysis to 
image understanding, the progress of these technologies 
directly promotes the rapid development of application fields 
such as medical imaging, autonomous driving, intelligent 
security, entertainment media, etc. [4]. As a key link in image 
processing technology, image segmentation and detection are 

becoming increasingly important. Among them, IS technology 
divides an image into several specific and unique regions. Then 
the area is extracted and displayed independently [5-7]. The 
application of this technology can help computers identify and 
extract regions of interest in images, while image detection 
technology determines their categories and locations through 
further analysis and localization of these regions. Image 
detection technology refers to IS based on target geometry and 
statistical features. Furthermore, the segmentation and 
recognition of the target are combined to determine the location 
and size of the target [8]. In recent years, with the introduction 
of deep learning algorithms, especially the successful 
application of convolutional neural networks (CNN) in image 
processing, the accuracy and speed of image segmentation and 
detection have been greatly improved. Meanwhile, emerging 
technologies such as convolutional neural networks combined 
with region recommendation networks also provide broad 
space for further optimizing image processing. 

B. Existing Issues 

Although deep learning has made significant progress in 
image segmentation and detection, there are still some issues 
that need to be addressed urgently. First, traditional IS 
algorithms often use image contour information to extract 
regions of interest in images. The importance of color 
information in images is ignored, resulting in computational 
redundancy. Traditional image detection algorithms are mostly 
based on the depth CNN to detect image objects. Its 
computation takes a long time, which can easily lead to 
computational redundancy and a large amount of memory 
occupation, resulting in slow image object detection speed. 
Secondly, the widely used convolutional neural networks have 
a large computational load and slow detection speed when 
processing image detection. Due to the complexity of 
convolution operations, especially when generating candidate 
regions, a large number of redundant computational steps can 
lead to excessive memory consumption and significantly 
increased processing time, making it difficult to meet real-time 
requirements [9]. In addition, existing algorithms perform 
poorly in processing images with high noise or complex 
backgrounds, easily losing key details and leading to a decrease 
in detection accuracy. Finally, some existing image 
segmentation and detection methods mostly rely on the specific 
distribution of data, and the algorithm has poor universality to 
the dataset. The robustness and adaptability of algorithms still 
need to be improved when facing different application 
scenarios or data types. Especially in practical applications, the 
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diversity and complexity of image data pose higher 
requirements for algorithms. Therefore, designing an algorithm 
that can simultaneously handle multiple complex situations, 
improve segmentation and detection accuracy, and has efficient 
computing capabilities has become an important research 
direction in the field of visual communication. 

C. Research Content and Innovative Points 

In response to the above issues, based on the low 
requirement for data distribution and simple principle of the 
Density Peak Clustering (DPC), the image center information 
and color information are extracted separately for IS work to 
obtain the DPC-IS algorithm. In order to achieve the image 
detection target, the fast-regional Convolutional neural network 
(FastR-CNN) algorithm is improved by introducing the 
regional recommendation network. The innovation points of the 
research mainly include the following two points. Firstly, DPC-
IS algorithm is used to extract the center information and color 
information, which is convenient for Hierarchical clustering of 
pixels in the image. Then, based on the FastR-CNN algorithm, 
a regional recommendation network is introduced to reduce 
computational redundancy and improve detection accuracy and 
speed. The research structure contains four parts. The first is a 
review of relevant research results. The second is the DPC-IS 
algorithm and the FasterR-CNN algorithm construction. The 
third part is to verify the availability of the IS and image 
detection. The final part is a summary. 

II. RELATED WORK 

IS is an important image-processing technology. The 
purpose is to segment the image into practical and non-
interference regions. Objects of interest in the area can be 
displayed independently from the Background independence. 
As a hotspot direction in computer vision, how to apply IS 
technology to different professional fields has been deeply 
explored by many scholars. Shi et al. designed a fuzzy contour 
model based on multi-channel CNN to enhance the 
segmentation accuracy of medical images. The findings 
demonstrate that the model has good segmentation performance 
and robustness [10]. Liu et al. designed an IS algorithm based 
on deep learning network to identify the particle size 
distribution of crushed ore. Firstly, this algorithm was applied 
to preprocess the raw ore images. Then, deep learning networks 
were used to generate optimization model. The feasibility of 
this algorithm has been verified through simulation 
experiments [11]. Ji proposed a Level set algorithm based on 
significant fitting energy to solve the noise and non-uniformity 
of gray levels in image segmentation. This algorithm 
introduced a distance regularization term to eliminate the 
reinitialization process. Simulation experiments show that the 
algorithm has good segmentation ability in visual perception 
[12]. To improve the noise resistance and discrimination of 
segmented images with uneven grayscale, Li et al. designed a 
Bayesian criterion based on image segmentation. Local prior 
region descriptions were used to characterize image regions. 
From the simulation experiment, this method has superior 
performance in time efficiency and noise robustness [13]. 
Biswas et al. proposed a segmentation image active contour 

model to improve the image segmentation effect by combining 
the local binary fitting energy function and the improved 
Laplacian Gaussian function energy function. The findings 
indicate that the active contour model has good performance in 
segmentation accuracy, F-value, and Central Processing Unit 
(CPU) execution time [14]. 

Image detection technology is another important means in 
image processing technology. The purpose is to enable 
computers to automatically recognize target categories in 
images. By drawing a bounding box around the target, the 
position of each target is labeled. Chen proposed a license plate 
recognition model based on CNN and K-means clustering 
segmentation to address the recognition difficulties caused by 
uneven license plate form, color, viewpoint, and lighting 
environment. From the findings, this model can improve the 
recognition and detection accuracy [15]. Vinolin et al. proposed 
a deep CNN based on Taylor rider optimization algorithm for 
detecting concatenated images. Compared with traditional 
detection algorithms, precision measurement accuracy has been 
significantly improved [16]. Based on the fast CNN model, Luo 
et al. introduced neural architecture search optimization and 
feature enrichment to achieve multi-scale vehicle target 
detection in traffic scenes. From the findings, the robustness of 
the detection method is effectively improved [17]. Ramaraj 
proposed a face image detection algorithm based on CNN with 
Long short-term memory, aiming at the difficulty of face image 
detection caused by facial occlusion and low resolution. The 
research results confirm that the detection algorithm has 
superior performance and good detection accuracy [18]. Joy et 
al. constructed a fast-regional CNN multi object detection 
method based on incremental classification in the monitoring 
field. This detection method was mainly divided into class 
incremental learning part and domain adaptive part. The 
experimental results confirm that this method performs well on 
challenging targets including lighting changes, shadows, partial 
occlusion, and dynamic backgrounds [19]. 

To summarize, in image processing technology, there are 
rich research achievements in IS algorithm and image detection 
algorithm. But most IS algorithms only utilize the contour 
information of the image, ignoring the importance of the color 
information of the image. Most image detection algorithms 
require a significant amount of time when generating candidate 
regions through selective search. This process will generate a 
large number of invalid regions, resulting in wasted computing 
power. To address the above issues, a DPC-IS algorithm is 
constructed for IS based on spatial color distribution. The 
FasterR-CNN algorithm is constructed to detect target images. 

III. DPC-IS ALGORITHM DESIGN AND FASTERR-CNN 

ALGORITHM CONSTRUCTION  

As a visual communication medium, images can express 
information in the most intuitive and authentic way. Therefore, 
compared to other media, images convey a richer amount of 
information. To process images more intuitively, DPC-IS 
algorithm and FasterR-CNN algorithm are used for 
segmentation and detection. This chapter focuses on the DPC-
IS algorithm design and the FasterR-CNN algorithm 
construction in image detection. 
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A. Design of DPC-IS Algorithm in Image Segmentation 

In Visual communication, image is not only a widely used 
form, but also a unique data format. Pixels are evenly arranged 
in the image space. Each pixel carries a unique color label. And 
each pixel has two features, namely spatial position feature 

 ,X Y  and color feature  , ,R G B . The spatial and color 

features are uniformly set to 1 dimension. The spatial and color 
features are merged to form a two-dimensional space. A two-

dimensional sparse matrix  ,i j  is used to represent an image. 

The value of matrix  ,i j  is 0 or 1, indicating whether the 

pixel value of image i  is j , as shown in Fig. 1. 

1 2 3 4 5 6 7 8

One-dimensional space is mapped 

into two-dimensional space

Finding probability density function 

in two-dimensional space

 

Fig. 1. The 1-dimensional space is mapped to the 2-dimensional space and the distribution of probability density function is obtained. 

After obtaining the two-dimensional spatial distribution 
position of image pixels in Fig. 1, the kernel probability density 
function is used to measure the distribution of pixel points. For 

a set  1 2, , , nX X X  with n  sample points, the probability 

density function  gf x  of a certain point is equal to the sum 

of the influences of all data samples at that point, as shown in 
Eq. (1) 
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In Eq. (1), n  is the sample points. K  represent the 

kernel function. h  is the window width. When using kernel 
functions to estimate the probability density function, the 

distance  ,i jd P P  between data points iP  and jP  in the 

5-dimensional space  , , , ,X Y R G B  needs to be defined, as 

shown in Eq. (2). 
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In Eq. (2), sd  and cd  represent spatial distance and 

color distance, respectively.  s  and c  are spatial 

smoothing parameters and color smoothing parameters, 

respectively. The values of  s  and c  need to be manually 

set. The expression of spatial distance sd  is shown in Eq. (3). 

   
2 2

   s i j i jd x x y y             (3) 

In Eq. (3), ix  and jx  represent the horizontal distances 

of i  and j . iy  and jy  stands for the vertical distances of 

i  and j , respectively. The color distance cd  is expressed as 

an approximate CIElab color distance, as shown in Eq. (4). 
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In Eq. (4), R , G  and B  stands for the weighted 
Euclidean distances of red, green, and blue, respectively. r  

refers to the average level of red. The expressions of R , G  
and B  are shown in Eq. (5). 
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In Eq. (5), ir  and ir  represent the red distances of i  

and j . ig  and jg  stands for the green distances of i  and 

j . ib  and jb  represent the blue distances of i  and j , 

respectively. The probability density function f  of the kernel 

function is shown in Eq. (6). 
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Fig. 2. Schematic diagram of the reduction algorithm. 
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To reduce the computational complexity of the probability 
density function in 5-dimensional space, CUDA programming 
was used to accelerate graphics processing unit (GPU) 
operations on images. Color information is mapped to a 2D 
image. The protocol algorithm is used to search for color points 
with the maximum probability density function value. The 
color of this point and the corresponding function values are 
output to the density map and color map, respectively. Fig. 2 
depicts the protocol algorithm [20-21]. 

The constraint algorithm in Fig. 2 follows the CUDA setting 
for finding the probability density function. For the 3D color 
space corresponding to the original pixel Block, the maximum 
value of Thread in 16 color spaces is calculated sequentially, 
transforming the 3D color space into a 2D color space. 
Recursively compare the density values of four positions in a 
two-dimensional color space. The maximum values of the four 
positions are passed to the next layer of color space until the 
maximum density value in the three-dimensional color space is 
finally determined. The density map containing contour 
information estimated by the spatial color probability density 
function has unclear boundaries. Therefore, a non-maximum 
suppression algorithm is adopted to refine the image boundary 
contour and apply it to IS [22]. Traditional algorithms only use 
image contour information and ignore image color information, 
resulting in the inability to specify segmentation levels. The 
DPC algorithm was applied to IS work to obtain the DPC-IS 
algorithm. DPC is a clustering algorithm based on center points. 

The local density ld  of the sample points is used to define the 

clustering center t  and the nearest distance md . The local 

density ild  of sample point i  is illustrated in Eq. (7) [23]. 

  , i c

j

ld d i j d               (7) 

In Eq. (7),  ,d i j  stands for the Euclidean distance 

between samples i  and j . cd  stands for the cutoff distance. 

When 0x ,   1 x . Otherwise, the value is 0. The 

expression of cluster center it  is illustrated in Eq. (8). 
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:
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
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j i
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In Eq. (8), jld  refers to the local density of sample point 

j . The arg min  function refers to the value of a variable 

when  ,d i j  reaches the minimum value. The segmentation 

effect varies with the number of cluster centers, as shown in Fig. 
3. 

Fig. 3 shows the segmentation results with clustering 
centers of 2, 5, 7, 12, 14, and 20, respectively. As the number 

of clustering centers increases, the regions segmented by the 
DPC-IS algorithm are also increasing. The segmentation details 

are gradually improving. The nearest distance imd  of sample 

point i  is shown in Eq. (9). 

K=2 K=5 K=7

K=12 K=14 K=20

 

Fig. 3. Schematic diagram of segmentation effect of different clustering 

centers. 
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When the DPC algorithm is applied to IS, the previously 
obtained density map containing pixel distribution center 
information can be directly used as the local density of pixels. 

The nearest distance of pixel point k  is shown in Eq. (10). 

 min ,k cmd d i j               (10) 

In Eq. (10), pixels l  and k  are segmented adjacent. 

l kld ld . The definition of adjacent segmentation is that if two 

pixels are adjacent, the segmentation area to which the two 
pixels belong is adjacent. 

B. Construction of FasterR-CNN Algorithm in Image 

Detection 

The CNN model, as a fresh neural network model, is 
extensively applied in image processing. Unlike traditional 
neural network models, CNN models add many feature learning 
components to the existing network. The hidden layer is 
reasonably divided into convolutional layer and pooling layer, 
in order to directly use convolutional layer to train image data. 
The features of interested objects in the graph are extracted, 
reducing the computational workload of object detection. The 
CNN model structure is shown in Fig. 4. 

Fig. 4 depicts the essential framework of the CNN model. It 
mainly consists of a series of convolutional layers, incentive 
layers, pooling layers, and fully connected layers (FCL). The 
expression of convolutional layer is shown in Eq. (11). 

 1 *


 

n

l l l l

n m mni G
x f x Kernel a          (11) 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 15, No. 10, 2024 

528 | P a g e  

www.ijacsa.thesai.org 

Convolution 

layer

Excitation layer

Pool layer
Convolution 

layer

Excitation layer

Pool layer

Original image

Fully connected 

layer

Objective 

function

Data loss

R
e
g
u

la
r lo

ss
C

N
N

…

 

Fig. 4. Schematic diagram of CNN model structure. 

In Eq. (11), 
l

nx  represents the m -th neuron in the l -th 

layer. Kernel  refers to the convolutional kernel of the layer. 

b  is the bias term. * represents convolutional operations. nG  

represents the number of inputs for the n -th neuron. ( )f  is 

the nonlinear excitation function. The CNN model has local 
connectivity. Therefore, each neuron can only perceive a 
portion of the image, effectively reducing the interaction 
between neurons and computational complexity. Additionally, 
the same feature may exist at different locations in the image. 
The convolutional layer adopts a parameter sharing method, so 
that each convolutional kernel corresponds to a type of feature, 
thereby reducing the required parameters for training. The 
excitation layer introduces nonlinear features into the neural 
network, enabling it to approximate any nonlinear function. 
This effectively enhances the feature expression ability of CNN 
models. The commonly used expression of the excitation 
function is shown in Eq. (12). 
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In Eq. (12),  
1

1 



S x

f x
e

 is sigmoid function. 
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ReLU function. The output of neurons is mapped to the  0,1  

interval through the sigmoid function. However, this function 
has a soft saturation characteristic, which can cause gradient 
disappearance in deep networks. The average output value of 
the Tanh function is closer to 0. It has good convergence, but 
still cannot solve the gradient disappearance. The ReLU 
function sets the output values of some neurons to 0, making 
the neural network sparse. To some extent, the problem of 
overfitting has been avoided. In addition, the derivative of the 
positive activation value of the ReLU function is 1, which can 
effectively avoid gradient disappearance. Therefore, ReLU 
function is used as the activation function of the excitation layer 
[24]. The pooling layer commonly uses maximum pooling and 
mean pooling to reduce the dimensionality of feature maps. The 
network parameters and computational complexity are reduced 
to facilitate feature compression, as shown in Fig. 5. 
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Fig. 5. Mean pool and maximum pool. 

The feature data obtained from mean pooling in Fig. 5 is 
relatively sensitive to texture information. Maximizing pooling 
places more emphasis on background information. The function 
of the FCL is to integrate the features of the input image. The 
feature maps generated by convolutional layers are mapped into 

fixed length feature vectors to complete image classification 
tasks. The calculation of the FCL is shown in Eq. (13). 
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In Eq. (13), 
l

nx  refers to the output neuron of the FCL. 

,m nw  and na  represent the weights and offsets between 

neurons, respectively. The image classification task requires 
adding a classifier after the high-dimensional feature vectors of 
the FCL. The feature vectors of the FCL are mapped to the 
probability of each category. The category with the highest 
probability is the classification result. The expression of 

function  g x  is shown in Eq. (14). 
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In Eq. (14), 1 2       
T T T

n  is the learning parameter of 

the classifier, including the Softmax cost function ( )F  of the 

weight penalty term, as shown in Eq. (15). 
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In Eq. (15), i  is the samples.   is the coefficient of the 
regularization term. In the training process, CNN uses the 

Gradient descent to minimize ( )F , so as to find the optimal 

solution of parameter weight  . Traditional regional CNN 
models consume a long amount of computation time when 
performing object detection. It is easy to cause computational 
redundancy and a large amount of memory consumption, 
resulting in slow target detection speed. To improve the 
detection accuracy and speed of graphics, the FasterR-CNN has 
been introduced. The FasterR-CNN algorithm is a deep 
learning algorithm that introduces regional recommendation 
networks to improve fast regional CNN networks. This 
algorithm utilizes convolutional network training to achieve 
target detection without any other algorithm operations. The 
selective search algorithm in regional recommendation 
networks is different from that in traditional regional CNN 
models. This method uses the feature map extracted from the 
last layer of CNN as the input feature. Convolutional kernels 
are used to move within the feature map and output suggestion 
boxes. Every time the convolution kernel moves, it will take the 
central position of the window as the base point to build nine 
anchor windows with different sizes and different Aspect ratio. 
It is mapped into the image to form a feature vector. Then the 
FCL is applied for classification and positioning. The FasterR-
CNN algorithm structure is shown in Fig. 6. 
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Fig. 6. FasterR-CNN algorithm flow diagram. 

The algorithm flow in Fig. 6 is as follows. Firstly, the input 
image is extracted using CNN for feature extraction. Then input 
the extracted feature images into the region recommendation 
network for candidate border generation. The region border and 
feature map classify and locate the objective function through 
the pooling layer of interest in the fast region CNN network. 
The final image target detection effect is obtained. 

IV. RESULT ANALYSIS OF 3DPC-IS ALGORITHM AND 

FASTERR-CNN ALGORITHM 

To better validate the feasibility of the DPC-IS algorithm 
and FasterR-CNN algorithm, multiple control groups are set up 

in the BSDS500 database and Matlab simulation software for 
comparative experiments. This chapter focuses on the 
performance of DPC-IS algorithm and FasterR-CNN algorithm. 

A. Performance Analysis of DPC-IS Algorithm 

To prove the effectiveness of the DPC-IS algorithm, 
comparative experiments are designed using Simple Linear 
Iterative Clustering (SLIC), Fast Partitioning of Vector Value 
Images (FPVVI) algorithm, Normalized Cuts (NC) algorithm, 
and DPC-IS algorithm. The performance indicator is IS 
accuracy. The experimental platform is the BSDS500 database. 
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Fig. 7. Segmentation accuracy of four algorithms under different noise categories . 

Fig. 7 depicts the segmentation accuracy of four algorithms 
in different noise categories. Fig. 7(a) depicts the segmentation 
accurac of four algorithms in different Gaussian noise 
categories. When the Gaussian noise is 5%, the segmentation 
accuracy of PDC algorithm is 98.65%. The SLIC, FPVVI, and 
NC algorithms are 94.75%, 95.33%, and 96.07%, respectively. 
When the Gaussian noise is 15%, the PDC, SLIC, FPVVI and 
NC algorithms are 98.13%, 89.31%, 90.69% and 92.31% 
respectively. Fig. 7(b) illustrates the segmentation accuracy of 
four algorithms in different Salt-and-pepper noise categories. 
When Salt-and-pepper noise is 3%, the segmentation accuracy 
of PDC algorithm is 98.45%. The SLIC, FPVVI, and NC 
algorithms are 92.15%, 94.32%, and 94.99%, respectively. 
When the Salt-and-pepper noise is 10%, the PDC, SLIC, 
FPVVI, and NC algorithms are 97.89%, 87.32%, 89.05%, and 
90.12%, respectively. The research results show that as the 
media of Visual communication, the PDC algorithm has 
superior performance in the processing. 

 

(a) Original 

drawing

(b) DPC-IS (c) FPVVI (d) SLIC (e) NC

 

Fig. 8. Segmentation effect of four algorithms on some images. 

The segmentation effects of the four algorithms on some 
images are shown in Fig. 8, Fig. 8(a) to Fig. 8(e) show the 
segmentation effects of the original image, DPC-IS algorithm, 
FPVVI algorithm, SLIC algorithm, and NC algorithm, 
respectively. The DPC-IS algorithm can effectively segment 
images. Compared to FPVVI, SLIC, and NC algorithms, the 
DPC-IS algorithm filters the background while retaining the 
main salient regions. Important areas are displayed separately 
from the background, making the visual communication effect 

more prominent. To assess the effectiveness in segmenting 
images, three performance indicators were introduced: 
Variance of Information (VI), Probabilistic Rand Index (PRI), 
and Segmentation Coverage (SC). VI is the difference between 
the segmentation and the benchmark result. The smaller the 
value, the better. The higher the values of PRI and SC, the better 
the performance. 

Table I shows the PRI, VI, and SC results of the two 
algorithms. The Optimal Dataset Scale (ODS) and Optimal 
Image Scale (OIS) represent the optimal result thresholds 
within the database and the optimal result thresholds for each 
image, respectively. The PRI values of DPC-IS algorithm under 
ODS and OIS are 0.831 and 0.835, respectively, which are 
higher than those of SLIC algorithm's 0.743 and 0.749. The VI 
value of the DPC-IS algorithm under ODS is 1.892. The VI 
value of the SLIC algorithm is 2.257. The VI value of the PDC 
algorithm under OIS is 2.074. The VI value of the SLIC 
algorithm is 2.420. The SC values of DPC-IS and SLIC 
algorithm under ODS are 0.564 and 0.508, respectively. The SC 
values under OIS are 0.588 and 0.514. From the table, DPC-IS 
algorithm has good segmentation performance in image 
processing and performs well in the field of Visual 
communication. 

TABLE I. PRI, VI AND SC RESULTS OF TWO ALGORITHMS 

Evaluating 

indicator 

Optimal 

threshold 
DPC-IS SLIC 

PRI 
ODS 0.831 0.743 

OIS 0.835 0.749 

VI 
ODS 1.892 2.257 

OIS 2.074 2.420 

SC 
ODS 0.564 0.508 

OIS 0.588 0.514 

B. Performance Analysis of FasterR-CNN Algorithm in 
Image Detection 

To verify the availability, of FastR-CNN in image detection, 
FastR-CNN algorithm, R-CNN algorithm, CNN algorithm, and 
FastR-CNN algorithm were used for comparative experiments. 
The performance indicators are accuracy, recall, and F-measure 
values. The experimental platform is Matlab simulation 
software. 
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Fig. 9. Precision and recall rate results of four algorithms . 

Fig. 9 illustrates the accuracy and recall results of the four 
algorithms. As the iterations increase, the accuracy and recall 
of the four algorithms all increase. Fig. 9(a) shows the accuracy 
variation curves of the four algorithms. When the iteration is 10, 
the accuracy of the FasterR-CNN is 96.41%. The accuracy rates 
of FastR-CNN, R-CNN, and CNN algorithms are 96.03%, 
95.54%, and 95.32%, respectively. When the iteration is 60, the 
accuracy of FastR-CNN is 98.49%, which is higher than the 
96.87%, 96.35%, and 96.04% of FastR-CNN, R-CNN, and 
CNN algorithms. Fig. 9(b) shows the recall rate variation 

curves of the four algorithms. When the number of iterations is 
10, the recall rate of FasterR-CNN algorithm is 94.95%. The 
recall rates of FastR-CNN, R-CNN, and CNN algorithms are 
94.48%, 94.31%, and 94.11%, respectively. When the iteration 
is 60, the recall rate of FastR-CNN algorithm is 97.29%, which 
is higher than the 95.60%, 95.38%, and 95.24% of FastR-CNN, 
R-CNN, and CNN algorithms. From the figure, FasterR-CNN 
has high detection accuracy, which is robust in the field of 
Visual communication. 
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Fig. 10. F-measure results of four algorithms. 

The F-measure values of the four algorithms are illustrated 
in Fig. 10. The F-measure increases with the iteration. When 
the iteration is 10, the F-measure value of the FasterR-CNN 
algorithm is 95.90%. The F-measure values of FastR-CNN, R-
CNN, and CNN algorithms are 95.26%, 94.99%, and 94.74%, 
respectively. When the iteration is 60, the F-measure value of 

the FasterR-CNN algorithm is 97.77%. The F-measure of the 
FastR-CNN algorithm is 96.87%. The F-measure of the R-CNN 
algorithm is 96.49%. The F-measure value of the CNN 
algorithm is 95.51%. From the figure, the FasterR-CNN 
algorithm has robust performance and good performance. 
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Fig. 11 illustrates the experimental results of four 
algorithms. Fig. 11(a) shows the accuracy results of the four 
algorithms. As iterations increase, the accuracy of all four 
algorithms is improving. When the iteration is 60, the accuracy 
of FastR-CNN is 98.18%, FastR-CNN algorithm is 96.52%, R-
CNN algorithm is 95.66%, and CNN algorithm is 93.33%. Fig. 
11(b) shows the average time taken by four algorithms to detect 
a single image in GPU and CPU environments, respectively. 
The FasterR-CNN algorithm in GPU environment takes 2.94ms. 
The FastR-CNN algorithm takes 6.28ms. The R-CNN 
algorithm takes 12.04ms. The CNN algorithm takes 16.21ms. 
The FasterR-CNN algorithm takes 8.71ms in CPU environment. 
The FastR-CNN algorithm takes 13.05ms. The R-R-CNN 
algorithm takes 19.87ms. The R-CNN algorithm takes 25.19ms. 
The FasterR-CNN algorithm has higher accuracy. The real-time 
performance is higher than the other three algorithms in both 
GPU and CPU environments. 

V. CONCLUSION 

As a common carrier of Visual communication, image 
processing with artificial intelligence algorithm has gradually 
become a development direction. Common image processing 
technologies include IS technology and image detection 
technology. Traditional IS technology often only involves the 
contour information of the image, while ignoring color 
information, resulting in unclear segmentation levels. 
Traditional image detection techniques have long 
computational time consumption, redundant computation, and 
poor detection efficiency. To address the above issues, the DPC 
based IS algorithm and FasterR-CNN algorithm are used for 
image segmentation and detection, respectively. According to 
the findings, the segmentation accuracy of SLIC is 89.31% and 
87.32% respectively in the case of 15% Gaussian noise and 10% 
Salt-and-pepper noise. The DPC-IS algorithm is 98.13% and 
97.89% respectively, significantly higher than SLIC. In the 
ODS, the PRI and SC values of the PDC algorithm are 0.831 
and 0.564, respectively, which are 0.088 and 0.056 higher than 
the SLIC. The VI value of the PDC is 1.892, which is 0.365 less 
than the SLIC algorithm. When the iteration is 60, the accuracy, 
recall, and F-measure values of FastR-CNN algorithm are 
98.49%, 97.29%, and 97.77%, respectively, which are 1.62%, 
1.69%, and 0.90% higher than FastR-CNN algorithm. In 
summary, the DPC-IS algorithm and FasterR-CNN algorithm 
proposed in the study have superior performance, effectively 
improving segmentation and detection accuracy. However, 
there are still shortcomings in the research. Firstly, the process 
of mapping a five dimensional space to a two-dimensional 
space using maximum mapping may result in data loss, which 
in turn affects the stability of the algorithm. Secondly, the 
performance of the proposed method under extreme noise 
conditions or highly complex image environments still needs 
further validation. In addition, further efforts are needed to 
optimize the stability of these algorithms for practical 
applications. Future research should focus on integrating more 
complex spatial transformation techniques, such as top-k 
mapping, to reduce data loss during dimensionality reduction. 
In addition, exploring the application of these algorithms in 
dynamic and real-time environments, such as video processing, 
will provide valuable insights into their scalability. Meanwhile, 
studying their effectiveness in a wider range of image types, 

such as medical or satellite images, may also open up new 
avenues for enhancing visual communication technology. 
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