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Abstract—The fourth industrial revolution is marked by the 

significance of artificial intelligence (AI), particularly the 

remarkable progress in deep neural networks (DNNs). These 

networks have become crucial in various areas of daily life because 

of their remarkable pattern-learning capabilities on massive 

datasets. However, the incompatibility of these systems makes 

reutilizing them for efficient data analysis and computation highly 

intricate and challenging due to their fragmentation, internal 

structure, and complexity. Training in DNNs, a vital essential 

activity in model development, is often time-consuming and costly 

intensive computation. More precisely, reusing the entire model 

during deployment when only a small portion of its required 

features will result in excessive overhead. On the other hand, 

reengineering the model without efficient code review could also 

pose security risks as the model would inherit its defects and 

weaknesses. This paper comprehensively reviews DNN-based 

systems, encompassing cutting-edge frameworks, algorithms, and 

models for complex data and existent limitations. The study, which 

results from a thorough examination, analysis, and synthesis of 

observations from 193 recent scholarly papers, provides a wealth 

of knowledge on the subject, identifying key issues and future 

research directions by offering novel guidelines to advance 

the DNN model’s repurposing and adaptation, especially in 

finance, healthcare, and autonomous applications. The 

demonstrated findings, specifically those related to failure and 

risk challenges of DNN converters, including factors (n=12), 

symptoms (n1=4, n2=3), and root causes (n1=4, n2=3), will enrich 

the ML-DNNs community and guide them toward desirable model 

development and deployment improvement, with significant 

practical implications for intelligent industries. 
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I. INTRODUCTION 

In the digital age, computer science has increasingly 
focused on the advancements of artificial intelligence, which 
has become a thriving area of research [1]. However, despite 
the urgency of matching the rapid development of the fourth 
industrial revolution, literature overlooks the scarcity of 
resources related to AI, ML, and DNN-based systems [2] , [3]. 
It fails to discuss their importance within ecosystems and their 
various difficulties [4], [5], [6]. The ability to analyze and 
forecast potential growth through complex data analytics, 
leveraging deep learning capabilities, leads to increased 
business value [7]. More specifically, convolutional neural 
networks CNN [8] and recurrent neural networks RNN [9], the 
two primary types of DNN architectures, have been intensively 

investigated to handle various NLP [10] and computer vision 
CV [11] Problems. It has been demonstrated that different 
hyperparameters (e.g. learning rate, number of layers, epochs 
number, optimizer, hidden size, batch size, and regularization 
techniques) can cause DNN performance to vary significantly 
[12]. In addition, optimizing parameters and ensuring 
compatibility between CNNs and RNNs is critical for their 
performance [13]. This is because these techniques are 
relatively new and constantly evolving, with ongoing research 
exploring how best to leverage their combined strengths [12], 
[13]. However, while several engineering efforts attempted to 
overcome the exchange complexities between artificial 
architectures, specifically machine learning (ML) and deep 
learning (DL) techniques, the literature indicates that 
significant limitations still exist, whether in domain knowledge 
or practical applications [1], [14], [15], [16], [17]. For instance, 
the inspiration of technology reuse [18], [19], [20], [21], and 
[22] demonstrated that one of the most significant challenges 
facing (ML) and (DL) developers, researchers, and end users is 
the lack of interoperability between their systems [13]. 

In more detail, reusing DNN-based systems computation is 
difficult, as with any emerging technology [23], [3]. One of 
these obstacles is the structural problem of non-interoperability 
among DNN-based systems, along with a need for more 
technical skills and engineering methods. [3]. Therefore, this 
systematic review examines cutting-edge interfaces, models, 
frameworks, and algorithms tightly associated with machine 
learning (ML) and deep learning (DL) approaches [24]. 

Importantly, this study stands out as the first systematic 
investigation that comprehensively addresses the existing open 
issues in machine and deep learning systems and related 
technologies to the best of our knowledge. It explores 
prominent techniques like “Facebook’s Torch-PyTorch and 
Caffe2” [16], [25], [7], [26], [21], [20], “Montreal University’s 
Theano, TensorFlow founded by Google [27]; [28], Apache’s 
MxNet, Microsoft’s CNTK [21], [20], [28], [29], and Hugging-
Face [30]” highlighting their contributions to the analysis 
diverse data types, including complex data as well as the 
existing limitations. The systematic investigation included a 
pack of widely used deep neural network models like LeNet-1 
[31], LeNet-5 [32], ResNet-18 and ResNet-152 [33], Xception 
[34], Inception-V3 [35], VGG-16 [36], VGG-19 [37]. The 
findings of this review illustrated that, in development and 
deployment processes, the lack of compatibility has three 
categories: software level, hardware level, and architecture 
level. The software level includes “type of used programming 
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language” [4], [38], type of “ML and DL framework” [24], type 
of “ML and DL model” [39], type of” ML and DL algorithm” 
[12], and type dataset [40], [41]). The hardware level 
encompasses the type of “computer manufacturer, processor, 
and type of accelerators (e.g., GPUs, TPUs, FPGAs) [42], [43]. 
The architecture level comprises structure design and mission 
misalignment levels [44], [45], [46]. In a relevant context, the 
findings of this review indicate that a unified model that 
combines two or more of these methods can significantly 
enhance deep neural network performance (e.g., memory 
consumption and inference time) [24], [44]. 

This review explores the potential of (DNNs) and the 
challenges they present in the reuse context, enabling more 
efficient progress in methodologies and processes. It 
comprehensively addresses their significance and reuse 
challenges from a unique perspective. The aim is to make a 
crucial contribution to advancing DNN-based systems. The 
promising unified approach with its novel techniques can 
effectively promote compatibility and reuse process, leading to 
obtaining the desirable accuracy [47], [48], [49] and robustness 
[50], [49] towards various types of adversarial attacks, reducing 
computing time and lower computing costs [48], [51], [24]. 

II. DEEP NEURAL NETWORKS REUSE 

A. Overview 

The reuse approach involves utilizing existing software 
engineering and artificial intelligence technologies for 
different purposes, such as reducing engineering and 
computation costs and time [23], [52]. Nevertheless, reusability 
from a deep neural network perspective has received limited 
attention [53], [54]. One of the main focuses of this paper is the 
incompatibility problem, challenges, and possible solutions for 
reusing deep neural networks (DNNs). We do this by 
highlighting four main reuse paradigms that have been 
identified through literature review, analysis, and synthesis. 
These paradigms consider things like the need for computing 
resources and inference time, hardware configurations, and 
dataset dependencies [23], [55], [3]. The four include 
conceptual reuse, development and assessment of the need for 
reuse, adaptation to reuse, and deployment reuse, as illustrated 
in Fig. 1. 

B. Reuse Paradigms Definition 

1) Conceptual reuse: It involves replicating and 

reengineering algorithms or model architectures from academic 

literature, often due to licensing or using a specific DL 

framework. This approach is related to Sommerville's 

abstraction reuse. [56] and is crucial for scientific 

reproducibility [57]. 

2) Model development and reusability assessment: Involve 

accurately determining the nature of the intended task, followed 

by data preprocessing, hardware preparation, and algorithm 

selection for training a model from scratch and evaluating the 

need and potential for reuse. [58]; [30]. 

3) Adaptation reuse: Utilizing existing DNN models for 

different learning tasks, leveraging techniques like transfer 

learning or knowledge distillation. [59]. This approach is 

suitable for publicly available pre-trained models PTMs, 

allowing engineers to customize them for different tasks. [60]. 

4) Deployment reuse: This method of reusing pre-trained 

DNN models in various computational environments and 

frameworks is ideally suited for an engineer's desired task. This 

approach is similar to Sommerville's "system reuse" and 

involves fine-tuning, then converting the model from one 

representation to another, followed by compilation to optimize 

for hardware. Multiple forms of reuse can be possible in a single 

engineering project [3]. 

 
Fig. 1. The four paradigms of deep neural network reuse. The information 

illustrated in dashed boxes is an example of each paradigm type. 

III. MOTIVATION 

Machine learning and deep neural networks have benefited 
numerous aspects of AI, including finance, autonomous 
applications, and healthcare (e.g. drug discovery, disease 
predictions, and medical image analysis in intelligent 
healthcare applications) [61]. However, a critical barrier 
prevents AI from reaching its full potential. The issue concerns 
the incompatibility of AI environments, mainly when 
leveraging previous successful efforts like drawing inspiration 
from developed codes and pre-trained models [17]; [13]. This 
incompatibility partially splits the development landscape and 
prevents code and model sharing, which is an effective way to 
boost innovations within the field [62]. Reusing existing code 
and pre-trained models provides significant benefits as follows: 

A. Reduced Development Time 

For instance, [23] and [54], demonstrated that, by reusing 
existing code and pre-trained models, experts could focus on 
possible and innovative solutions, thereby saving significant 
time that would otherwise be required to construct all 
components from scratch.in addition, reutilizing eliminates the 
need to compute similar data multiple times, speeds up 
development, and reduces costs. 

B. Enhanced Reproducibility 

Code generation, model sharing, and reusing approaches 
improve the overall reproducibility of research, allowing for 
verifying and enhancing existing solutions [13], [55]. 

C. Accelerated Innovation 

By extension, extending previous frameworks and models 
means that researchers can work on more complicated solutions 
over a shorter period and advance the field of AI [52]. However, 
current approaches to reusing and reengineering the previous 
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ML and DNN productions encounter certain limitations, such 
as: 

1) Performance bottlenecks: Reused models may consume 

more memory during inference, which may take longer than 

inference in their native environment [23]. 

2) Concerns over accuracy and robustness: Fine-tuning 

necessitates a series of decisions to maintain the model's 

accuracy in the newly applied context [49]. 

3) Converting the entire model challenge: Existing methods 

are ineffective because they require reloading the whole model 

rather than just the necessary portions, resulting in costly and 

time-consuming computational resources [23]; [63]. 

4) Inheritance model defects, when reused, may cause 

security vulnerabilities: When reusing models, the new system 

may inherit threats from the previous models, thereby 

increasing its vulnerability to attacks. These limitations thus 

advocate for extensive research and development of code and 

model reuse. 

To overcome these challenges, this study suggested the 
following critical solutions: 

 Standardized Frameworks: Many other research areas 
are challenged to create coherent architectures that 
facilitate simple integration of off-the-shelf models and 
built-from-scratch submodules. 

 Advanced Transfer Learning Techniques: Studies on 
techniques for implementing transfer learning, such as 
domain adaptation, fine-tuning methodologies, and 
lifelong learning paradigms. 

 Developing Novel, Unique Reuse Methods: Involves 
exploring strategies for reusing only specific aspects of a 
model, which enables the creation of unique solutions 
without requiring additional work. 

 Development of Security-Aware Reuse Strategies: 
Creating strategies for distinct discovery and protection 
of security threats whenever a model is reused to create 
other new systems. Solving these issues will lead to a 
healthier ground for code and model sharing in AI. In the 
long run, this will lead to more innovation, improve the 
use of AI to its full potential, and bring about changes 
that will positively impact society. 

IV. SCOPE OF STUDY AND DESIGN ARCHITECTURE 

In general, the search strategy for addressing the main 
research problem and the related challenges in this systematic 
review is to move in an inverted pyramid, i.e. from the broadest 
level to the narrowest one, as shown in Fig. 2. The investigation 
and synthesis then continue to narrow coherently, ultimately 
reaching the most specific, valid, and critical missing points 
that previous studies and current methods and approaches have 
neglected. We examine, investigate, synthesize, analyze, and 
discuss the most significant open issues and challenges that are 
closely related to the main research focus of incompatibility, 
drawing inspiration from the reuse approach and the limitations 
of current systems reengineering methods. We initially go from 
the big picture of AI, focusing on computer vision CV and 

natural language processing NLP, to the more specific view of 
machine learning with its related techniques (e.g. algorithms, 
models, and frameworks). Then we move to the much more 
specific domain of deep neural networks (DNNs), which 
includes the most computational techniques, such as CNN-
based, RNN-based, and hybrid systems, such as DNN-NLP, 
DNN-CV, NLP-CV, and DNN-NLP-CV [64], [65], [66]. 

 
Fig. 2. The architecture of the dependence between AI, ML, computer vision 

(CV), NLP, and Hybrid DNN-based systems. 

V.  CONCEPTS 

A. The Border Domain of Artificial Intelligence (AI) 

Artificial Intelligence (AI) is a “branch of computer 
science,” and its latest generation is rapidly expanding. This 
makes it an attractive topic for research that focuses on 
designing intelligent machines that mimic human thought 
processes, such as learning and decision-making [1]. This level 
of automation means that such machines give performances on 
inference, categorization, and detection for activities formerly 
involving interfaces [67]. The AI context includes the facilities 
and technologies used to build intelligent applications and 
release them into the environment [68]. 

B. Machine Learning (ML) 

ML can be defined as a category of AI involving the 
implementation of algorithms and methods that enable the 
computer to learn from data and experience without presenting 
a set of instructions [69]. DNN-based models can learn more 
about a particular problem as opposed to other approaches by 
mirroring the data and identifying patterns and relationships 
that can be used to construct models [70]. The most frequent 
categories of ML problems entail classification, regression, and 
clustering. According to [67], although machine learning 
models have brought significant improvements to AI 
applications in fields ranging from finance and healthcare to 
manufacturing, this progression was predominantly due to their 
relative accuracy (concerning traditional linear statistics 
classifiers) when it comes to making predictions. However, this 
benefit comes with a drawback: the lack of transparency in the 
design of machine learning models often leads to their 
characterization as "black boxes". On the other hand [71], 
demonstrated that the integration of (ML) and (AI) components 
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into public sector applications faces significant limitations due 
to their fragility and algorithmic mismatches. 

C. Deep Neural Networks (DNNs) 

Deep learning, also known as "deep neural networks DNN," 
is a more advanced form of machine learning that requires using 
an artificial neural network with multiple layers embedded [72]. 
These deep networks, which optimize data-intensive tasks like 
image, text, voice, and speech recognition, are based on the 
structure and functioning of the human brain [73], [74], [16]. 
With deep learning algorithms, changes are made to the 
connections between artificial neurons in the network, allowing 
them to capture progressively more complex features in the 
data. [75]. 

Moreover, Recently, DNNs have demonstrated remarkable 
achievements in the medical field, such as the diagnosis and 
prediction of diseases such as Alzheimer's disease, heart 
disease, lung and liver cancer, kidney and brain cancer, and 
many more. In this context, we will focus on the role of DNN-
based algorithms in the diagnosis and prediction of Alzheimer's 
disease [76], [77], [78]. Furthermore, it has demonstrated 
remarkable results for low-data drug detection despite the 
limitation of "out-of-domain generalization" [79]. However, the 
challenge of incompatibility among ANN-based technologies 
and the real world is addressed in this study [80]. 

The fragmentation of models, algorithms, tools, libraries, 
and frameworks leads to code and model reusability issues. 
[48], [4], [81]. We also highlight the lack of systematic 
approaches to enhance interoperability, reduce complexity, and 
explain mechanisms in artificial neural networks. [82]. Fig. 3 
illustrates the basic architecture of the perceptron, as shown in 
part (a), in DNNs with three input neurons, four neurons in each 
hidden layer, and two neurons in output layers, as shown in 
parts (b) and (c) [64]; [65]; [66]. 

D. The Neuron 

Equation 1 describes the calculation of the neural network's 
output value, or activation, which involves summarizing the 
activations of all neurons from the “previous layer” connected 
to the evaluated neuron, adding the neuron's bias, and applying 
the “activation function” to produce the final neuron activation. 

 
Fig. 3. The basic architecture of Multi-Layer “Perceptron” part (a) and the 

(DNNs) input and output layers, as shown in parts (b) and (c). 

This process introduces non-linearity between inputs and 
outputs, ensuring the network's outputs are linear combinations 
of inputs. The process of adjusting weights and biases to 

achieve desired results is called training, where the weights and 
biases of the input neurons determine the network's output. 

𝑈𝑖 = 𝜎 ((∑  𝑛
𝑗 𝑈𝑗 ∗ 𝑤𝑖𝑗) + 𝑏𝑖)           (1) 

Where 𝑈𝑖 : evaluated neuron activation, 𝜎: activation-
function, 𝑛: Set of input neurons linked to evaluated neuron, 𝑈𝑗: 
activation of input neurons from the previous layer, 𝑤𝑖𝑗: weight 

of the connection between neurons, 𝑏𝑖: Bias value of evaluated 
neuron. 

E. Transfer Learning 

The transfer learning approach is a popular and effective DL 
technique that uses pre-trained models PTMs to address 
challenging issues [83]. However, choosing the best-trained 
model for a target job remains difficult as most properly 
training every candidate model is a high computationally cost 
and long inference time, highlighting the critical necessity for a 
convenient prediction metric based solely on early training 
outcomes [81], [3]. 

F. Model Development and Reusability Assessment 

DNNs are novel techniques that have proven to be game-
changers in realms such as healthcare, finance, transportation, 
and technology [2]. Applications include “image and speech 
recognition” (NLP), recommendation systems, etc. Their 
ability to learn from data and make predictions is invaluable 
when dealing with complex problem statements or automating 
mundane tasks [4], [64]. This section and its connected 
subsections present the main process of model development and 
the procedures for reusability assessment shown in Fig. 4. 

1) Task selection: Specifying which problem your model 

will solve, e.g. classification, regression, or clustering. 

2) Choosing data types: Depending on the nature of the 

problem to solve and the availability of sources, one must select 

the appropriate data types, which could be structured, semi-

structured, or unstructured. 

 
Fig. 4. The development architecture of AI, ML, or DNN-based models, the 

end-to-end process, and the reusability assessment for the candidate model. 

3) Data preprocessing: It includes data cleaning, handling 

missing values, normalizing (in other words, scaling) features, 

and encoding them into labels for fitting onto a model. 

4) Process steps: The process consists of data collection, 

preprocessing (sorting), feature selection, model development 

(training), validation, and testing. 
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5) Model selection: It involves selecting the appropriate 

model architecture, such as CNNs for image recognition or 

RNNs for “sequential data processing”. 

6) Choose the framework and algorithms: From 

TensorFlow, PyTorch, or Keras, select the most suitable 

framework to meet the project's requirements and incorporate 

algorithms like backpropagation algorithm and gradient 

descent. 

7) Feature extraction: This involves extracting relevant parts 

of the data using techniques (e.g. principal component 

analysis), dimensionality reduction, or feature engineering. 

8) Model evaluation: Using metrics such as accuracy, 

precision-recall, and F1 score to determine how efficient an ML 

algorithm or model is. 

9) Reuse and reengineering: We can reuse pre-trained 

models by fine-tuning them for new, similar tasks, adjusting the 

model's parameters, or retraining with more data. 

Upon completion of candidate construction, the “cross-
entropy loss” (ℒ𝑐𝑒  ) between the “predictions of the target 
dataset” and the “actual labels” can be calculated by: 

ℒ𝑐𝑒 = −∑  𝐾
𝑖=1 𝑡𝑖Log⁡(𝑃𝑖(ℳ,ℋ))  (2) 

“𝐾” represents “class number” for an intended issue, “ℳ” 
denotes the “mask,” while “ ℋ ” stands for the “head.” 
Conversely, “(𝑃𝑖(ℳ,ℋ))” denotes the “prediction a candidate 
formulates for the class of “i-th” utilizing the “ℳ mask” and 
the “head ℋ”. Also, the “𝑡𝑖” signifies the probability of “the 
class in the single hot representation of the real label,” which 
can be either 0 or 1. The “classification accuracy” of the “target 
dataset” is enhanced when the candidate retains a greater 
number of weights pertinent to the target problem and exhibits 
a reduced cross-entropy loss. The mask serves to directly 
calculate the weight retention rate (ℒ𝑤𝑟) as illustrated below: 

ℒ𝑤𝑟 =
1

𝐿
∑  𝐿
𝑖=1 ℳ[𝑖]  (3) 

𝐿 represents the “number of weights in the original model.” The 

“lower weight retention ( ℒ𝑤𝑟   ) rate”, suggests that the 

“candidate model” keeps “fewer weights,” whereas “objective 

function” O is defined based on ℒ𝑐𝑒 and ℒ𝑤𝑟: 

𝒪 = ℒ𝑐𝑒 + 𝛼 × ℒ𝑤𝑟  (4) 

Where α is an empirically determined weighting factor of 
1.0. 

Importantly, to minimize the 𝒪,⁡function, some researchers 
suggest building a search-based technique that initially focus on 
find the expected “candidate model that maintains only the 
weights relevant to the target-related problem” to be solved. 
The idea is that this “candidate model” has the potential to 
accomplish the desired “classification accuracy” and 
“robustness” while maintaining the minimum weights. 

G. Model Deployment 

In the development section, we highlighted the process of 
developing a candidate model for a new task. We obtained a 
candidate model by following all the steps and procedures from 
the previous stage of development, as shown in Fig. 4. We then 

did a reusability assessment to make sure it was suitable for the 
new task and met all its requirements. As a result, the candidate 
model has been approved for reuse and employment in the new 
task. This will be achieved through reengineering and 
reproduction processes through the development of the new 
target environment, as illustrated in Fig. 5, and the subsequent 
steps: 

1) Infrastructure setup: Deploying the model to the target 

environment and setting up all back-end infrastructure, such as 

servers, cloud services, or edge devices. 

2) Deploy the model: This is where the trained models are 

integrated into the target environment, such as a mobile 

application, web service, or embedded system. 

3) Test and validate: Testing the deployed model to ensure 

that it performs adequately in the target environment. 

4) Monitoring and maintenance: Deploy techniques to 

monitor the model, update it when needed, and maintain 

ongoing performance support. 

The search strategy efficiently explores large models with 
billions of parameters using a gradient-based method, finding 
new candidates with smaller objective function values each 
round and updating the mask accordingly. The updated mask, 
M1, represents a new candidate with a reduced objective 
function value, and the process of updating it involves dropping 
the gradient, as seen below: ξ represents the learning rate: 

ℳ′ = ℳ − 𝜉 × ∇ℳ,ℋ𝒪   (5) 

∇ℳ,ℋ𝒪 = ∇ℳ,ℋℒ𝑐𝑒 + 𝛼 × ∇ℳℒ𝑤𝑟  (6) 

As a summary, this section outlines the steps involved in 
deploying the candidate model, which includes setting up the 
infrastructure for the source model and transforming it into an 
intermediate model using the intermediate representation (IR) 
technique, as shown in Fig. 4. The deployment also covers 
testing, validation, and maintenance after deployment to the 
target environment. The paper emphasizes the importance of 
sharing code and models to encourage innovation while also 
considering the potential consequences of incompatibility. The 
model's performance efficiency, accuracy, and reliability 
depend on data selection, preprocessing, and training methods. 
Successful deployment requires an understanding of all 
decisions made during the development process. 

 
Fig. 5. The deployment architecture of AI, ML, or DNN candidate pre-

trained models from source to target environment/s, the end-to-end converting 

process. 

(3) 
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VI. RELATED WORK 

In the past decade, specifically the last seven years, there 
has been a surge in surveys, reviews, and varied studies focused 
on various applications of machine learning (ML), particularly 
in complex architectures such as (DNNs) [84], [71], [25]. These 
systems can potentially enhance multiple business functions 
and address varied organizational needs [25]. For example, 
leveraging deep neural networks and related models enables the 
recommendation of products according to (e.g., previous 
purchases and audience ratings) [85], [86], image recognition 
for video surveillance [87], identification of spam and malware 
emails [88], [89], healthcare applications (e.g. Alzheimer’s 
prediction [78] and cancer prognosis and early detection [90]), 
among other applications explored by [91], [92]. However, 
given the novelty of transfer learning, comprehensive survey 
and review studies have been relatively rare, focusing on 
providing an overall understanding of this domain [83]. 

Most notably, relatively little research has been done into 
the difficulty of compatibility, which can present an 
insurmountable challenge when attempting to reuse AI systems 
[55], such as machine learning models and deep neural 
networks [17]. As far as we know, this systematic review is the 
first extensive attempt to look at the incompatibility problem 
through the lens of AI systems reusability. It is an area that has 
been woefully underexplored, and still, with a deep dive into 
the nuance of reusability [53] of these cutting-edge 
technologies, we hope to raise awareness about some of the 
major issues and factors that come into play [2]. A lack of 
guidance is available to assist organizations in developing these 
capabilities [93]. Consequently, our review aims to rectify this 
gap in literature and serves as a valuable guide to AI system 
reuse for researchers and practitioners. The integration of ML 
components into applications faces challenges due to the 
fragility of algorithms, framework fragmentation, and their 
susceptibility to changes in data, which can cause prediction 
shifts over time [94]. Consequently, mismatches between 
system components hinder the seamless integration of ML 
capabilities [71]. Thus, [69], [1], [95] Suggested that further 
research is needed to explore the unique advantages that arise 
from combining these technologies, particularly considering 
the increasing availability and complexity of big data 
characterized by its variety, volume, veracity, volatility, and 
velocity [96], taking into account understanding the synergy 
between AI systems and extensive data methods according to 
[92]. 

Therefore, this paper aims to fill this gap by 
comprehensively investigating the state-of-the-art machine and 
deep learning systems applied in analyzing the bid and complex 
data [96], including frameworks, models, algorithms, and 
libraries. It provides an in-depth discussion of current deep 
neural network technologies, covering their features, 
categorization, and classification. Additionally, it identifies 
critical open issues and outlines opportunities for further 
research in the advancement of big machine deep learning 
technologies. 

VII. THE SYSTEMATIC REVIEW 

This review provides a valuable contribution to the research 
community by offering insights and opportunities for further 

advancement into the domain of artificial intelligence (AI), 
particularly advancements in machine learning (ML) 
technologies and deep neural networks (DNNs). It serves as a 
guide for researchers and developers aiming to achieve success 
in evaluating the whole environment of these technologies and 
networks and related software and hardware components, 
including the factors that impact the development and 
deployment process [12], [97]. The first review question (RQ1) 
seeks to explore the popular AI, ML, and DNN systems and 
conduct multiple comparisons in various aspects, such as their 
purposes and goals, tasks, and functions, attributes and 
characteristics, advantages and disadvantages, similarities and 
differences, and strengths and weaknesses [98], [99], [100], 
[101]. 

The review highlights the role of these systems in 
preprocessing, training, analyses, storage, and deploying 
massive and complex data. Multiple comparisons are presented 
to serve the purpose of this research [98], [39]. The second 
question (RQ2) specifically aims to identify the open issues and 
challenges associated with target systems under this study, 
elaborated in the following sections. The key issues identified 
include the data and learning complexity, coding from scratch, 
the dearth of benchmarks, and selecting the proper technology 
that matches the target task [102], [29], [4], [99], [44], [48], 
[17]. Through systematic review analysis of the literature, 
several factors and dimensions affecting these systems were 
identified, highlighting the significance of the issues closely 
connected to the primary research problem of incompatibility. 
[44], [24]. Consequently, understanding these challenges and 
related factors and dimensions can aid the researchers and the 
developers in overcoming them, thus achieving the desired 
results (e.g. prediction, classification, recognition, and 
detection) [103] (L. Liu et al. 2018b), [99]. The third research 
question (RQ3) focuses on the main research problem; the 
findings reveal that interdependencies and compatibility remain 
open research areas. Hence, further investigation and 
discussion are needed to find appropriate solutions. The fourth 
research question (RQ4) addresses the limitations of the 
existing common empirical approaches that deal with the 
current interoperability problem and its related challenges [13], 
[104], [49], [61], [92]. The answer to this question emphasizes 
the need for a more efficient novel unified method to enhance 
the compatibility between the source model (e.g., original pre-
trained models “PTM”) and target model (e.g., the destination 
model) [102], [48], [105]By addressing these aspects, our 
authors expect the research community to confidently make 
strides toward improved compatibility, thus reducing the 
computational sources' costs and time consumption. 

VIII. METHODS AND MATERIALS 

The methods and materials of this study are comprised of 
three primary stages: the planning of the review, the conducting 
of the review, the “actual execution of the review,” and the 
reporting of the review. The stages consist of many phases, 
actions, procedures, measurements, and instruments for 
achieving the desired findings and outcomes and optimizing the 
process. 
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A. The Review Planning 

The planning review is a standard step in SLRs that entails 
two main sets of reviews and procedures. The first set includes 
formulating research questions, scoping the review, and 
drafting a review protocol, as shown in Fig. 6. On the other 
hand, the second set involves identifying the selection of 
strategy through the development of the (Inclusion/Exclusion) 
criteria that involve various factors that affect the ML and 
DNN's performance and reuse process, as presented in Fig. 7. 
The review process in both sets includes defining objectives, 
data sources, data extraction, data analysis, and data synthesis. 

1) Need of this review: The main goal of this systematic 

review is to summarize the current evidence on machine 

learning (ML) techniques and deep neural networks (DNNs), 

point out gaps in current research on the development and 

deployment process, and lay the groundwork for new research 

projects, and explained previously in (Fig. 5 and 6). 

2) Research question formulation: The research question 

formulation stage involves identifying essential elements of 

domains like AI, ML, and DNNs and addressing 

methodological aspects such as search, data extraction, and data 

analysis. The research questions should be specific enough to 

be feasible within the evaluation scope yet broad enough to 

make a significant contribution to the field. The research 

questions include identifying common characteristics and 

differences, unsolved issues, incompatibility problems, and 

limitations of existing methods. The goal is to answer these 

questions while reducing computational processes' high 

resource costs and time consumption. The review aims to 

provide a framework for future research and contribute to the 

fields of machine learning and deep neural networks. 

3) Develop the protocol of the systematic review: This study 

uses a pre-established protocol to avoid researcher bias. It aims 

to provide a justification for the research, address specific 

inquiries, and use a systematic approach to identify relevant 

information. The data extraction strategy identifies variables 

and methods of interest. The synthesis strategy focuses on 

addressing primary research inquiries about factors and 

dimensions impacting the effectiveness of AI, CV, NLP 

systems, ML techniques, and DNNs. Sub-questions include 

data synthesis, success definitions, influencing direct factors, 

indirect factors, and dimension classifications. 

 
Fig. 6. The first set of review planning includes the need to conduct this 

review, the research question formulation process, and protocol development. 

4) Selection of strategy (inclusion/exclusion criteria): The 

selection strategy for a review of AI, CV, NLP, ML, and DNN-

based systems was based on a series of inclusion and exclusion 

criteria and derived from research questions and the quality 

assessment process. The criteria included study focus, 

empirical studies, evaluation, impact factor, language, theories, 

publication focus, domain participants, quality control, and 

replication studies. The emphasis was on English-language 

studies, focusing on the period from 2015 to 2024 and assessing 

credible journals. 
This review excluded studies that lacked explicit 

information, publications of low quality, research that focused 
on artificial intelligence (AI), machine learning (ML), deep-
learning/deep neural networks, big and complex data, parallel 
computing, or technology-based approaches, research that 
lacked methodology, numerical test findings and analysis, and 
studies published before 2015 because they were not relevant. 
Furthermore, we excluded duplicate studies and methods 
irrelevant to the main research problem. 

 
Fig. 7. The second set of review planning involves identifying the strategy 

selection through the development of inclusion (Inclusion/Exclusion) criteria. 

The study focused on addressing the incompatibility 
observed among AI, CV, NLP, ML, and DNN-based systems, 
focusing on existing unresolved concerns and constraints. The 
review included publications from reputable peer-reviewed 
journals with impact factors and high-quality international 
scientific conferences. 

B. Conducting the Review 

The systematic literature review (SLR) is conducted using 
a well-defined search strategy. Standard electronic databases 
are the primary source for high-quality primary research, but 
alternative methods like browsing the internet, seeking advice, 
and snowballing techniques can also be beneficial. The strategy 
of search covers selecting the source of data and a search-
strings formulating. To determine “search strings”, the authors 
identify key terms related to machine deep learning software, 
examine abstracts and titles of selected primary research, and 
use Boolean operations "OR" and "AND" to construct a 
comprehensive list of related words. To enrich the search 
process, we also employed subsequent strings of searches 
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related to the main keywords and terms. Fig. 8 illustrates a 
sample of the terms and keywords used. 

1) Data sources: The study systematically gathered data 

from a variety of sources, including highly indexed 

international scientific conferences and impact-factor journals. 

Literature selection was based on relevance to AI, ML, and DL 

(DNNs), as well as related frameworks, models, and 

algorithms. We used snowballing and backward search 

techniques to identify additional relevant studies [106]. From a 

theoretical perspective, the study examined the main concepts, 

remarkable successes, and achievements of AI, machine 

learning, and deep neural networks. It also examined related 

models, algorithms, and frameworks, as well as the related 

limitations, open issues, and existing challenges. The used 

theories included Artificial Intelligence, Machine Learning 

Theory, Deep Learning and Complexity Theory, Computation 

Theory, Theory of Programming, Transactive Memory Theory, 

Structured Process Modelling Theory, Coding Theory, Data 

Science Theory, and Transfer Learning and Reuse Theory. 

2) Evaluating eligibility and research quality: It is crucial to 

evaluate the eligibility and relevance of the primary studies 

identified in the preceding stage, in addition to the inclusion and 

exclusion criteria. [107]. As per the instructions outlined in the 

reference [108], we evaluate the eligibility and quality of each 

study following the factors, including the significance of the 

study, the quality of the results and analysis, and potential 

future research guidelines or discoveries, using the criteria 

presented in Table I. We evaluate the articles and select studies 

that exhibit exceptional quality. We have formulated nine 

questions; each indicated with either (Y)/(Yes) or (P)/(Partly), 

or (N)/No, to evaluate the eligibility and quality. The questions 

and their corresponding answers were included. The assigned 

values for scoring are as follows: Y = 1, P = 0.5, and N = 0. 

Additionally, each primary study should receive a score ranging 

from 0 to 13 points. A quality appraisal guarantees that the 

review will only include the research that is most trustworthy 

and pertinent to the topic at hand. 

 
Fig. 8.  A list of frequently used terms/strings and keywords on AI, CV, 

NLP, ML, and DNN-based systems using the Boolean operations "OR" and 

"AND." 

TABLE I. ELIGIBILITY AND QUALITY EVALUATION FORM USING THE 

“Y-P-N” SCORE 

“Quality Assessment Questions” 
“Recorded 

Score 

Do the articles provide enough information on “AI, CV, 

NLP, ML, and DNN” from a theoretical perspective 

about frameworks, models, and algorithms and their 
environments? 

“Y-P-N” 

Does the research study offer a comprehensive 

comparison between these highlighted techniques? 
“Y-P -N” 

Does the research paper provide a clear 
methodology/technique to select proper measurements 

to evaluate the different aspects of the “AI, CV, NLP, 

ML, and DNN” domains? 

“Y-P -N” 

Does the review study present factors, indicators, and 

dimensions that positively promote the success of “AI, 

CV, NLP, ML, and DNN” domains? 

“Y-P -N” 

Do the review papers highlight forward propagation 
and backpropagation for deep neural networks 

(DNNs)? 

“Y-P -N” 

Do the papers efficiently identify the research gaps and 

well formulate the problem statements? 
“Y-P -N” 

Do the target studies provide an obvious explanation of 

the main research problem and causative factors? 
“Y-P -N” 

Do the target studies provide an explanation and 
understanding of the related issues challenges and 

causative factors? 

“Y-P -N” 

Does the article provide strategies to mitigate or 

overcome the current DNN issues and challenges? 
“Y-P -N” 

Does the research article explain and understand the 

concepts of reuse, transfer learning, and reengineering? 
“Y-P -N” 

Do the articles provide an explanation, comparison, 

and understanding of the limitations of the current 
approaches and techniques? 

“Y-P -N” 

Are the investigated study outcomes applicable and/or 

generalizable? 
“Y-P -N” 

Is the retrieved data appropriately described? “Y-P -N” 

Is the description of inclusion/exclusion/criteria in the 
study sufficient? 

“Y-P -N” 

3) The extraction of data: Data extraction in a systematic 

review is a crucial step in evaluating research potential and 

combining results. As depicted in Table II, manual data 

extraction can be laborious and expensive, but sophisticated 

software can help. In this review, the authors developed a data 

extraction form to collect primary study information and 

simplify analysis. Two steps were involved: a preliminary study 

and a second extraction from a random selection of papers. The 

data extraction was conducted using tools such as Microsoft 

Excel, REDCap, and Google Sheets. The intake form included 

columns for each research question and quality assessment 

items. 
The chosen primary studies provided answers to specific or 

all the issues raised by the investigations. This systematic and 
standardized procedure ensures consistency and efficiency in 
data extraction. Among the results of the 1052 studies, we 
extracted information that was relevant to each of the four study 
questions and objectives. Following the extraction of the data, 
we proceeded to examine and discuss it to accomplish the 
intended objectives of this SLR exploration. 
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TABLE II. MAPPING THE INTEREST OF SEARCH TO THE RESEARCH 

QUESTIONS 

 nterest o  

Searc  
  tracted Data Description 

“RQ1” 

“Characteristics, fragmentation, common differences, 

similarities, advantages, disadvantages, systems, models, 

libraries, frameworks, methods, tools, techniques, 
applications, practices, operations, algorithms, and 

complexities” 

“RQ2” 

“Limitations, problems, open issues, current challenges, 

bottlenecks, processing, complexities, mechanisms, software, 
fragmentation, diversity, lacking, reusing AI, CV, NLP, ML, 

DNN, RNN, CNN, (BD), and (DS).” 

“RQ3” 

“Preprocessing, learning, training, accuracy, adversarial, 
robustness, quality, inference time, model size, memory 

consumption, efficiency, and performance” 

“RQ4” 

“Existing methods limitations, transfer learning, reuse, 
reengineering, conversions, compilers, converters, techniques, 

accelerators, future trends, and opportunities” 

Research 

Domain 

“Systems of AI, CV, NLP, ML, DNN in terms of 

characteristics, opportunities, and existing challenges. 

Utilized 

Techniques 

“Ms. Excel/(spreadsheets), Google/Sheets, and 

Google/Collab” 

Employed 

Methods 
“Whether it is a new method, modified, or hybrid approach” 

Relevant 

Data 

“Title/Abstract/Keywords/Authors”, “scientific 

databases/venue” 

Publication/

Year 
“Included papers from “2015 to 2024” substantially” 

Publication/

Type 
“Journal, conference, or book chapter” 

Study Type “Whether it is an analysis, survey, or a combination of both” 

Deep neural networks (DNNs) have made significant 
progress in large dataset applications, but they have faced 
criticism for their ambiguity. This systematic review of AI, 
machine learning, and DNNs covers conceptualization to 
dissemination, with a detailed research procedure in six phases. 
The revised study mapping process follows PRISMA and 
Kitchenham guidelines, with research questions achieving SLR 
objectives [109] and kitchenham [110]. 

C. Phase 1: Broad Preliminary Searching 

The preliminary study used Google Scholar to search for 
relevant material related to AI, CV, NLP, ML, and DNN-based 
systems. It aimed to derive research questions and establish a 
variety of search strings and keywords. The preliminary scan of 
many research papers is conducted for general outlook 
purposes, facilitating the formulation of the research question. 
The researcher of this study identified search criteria and 
selected six eminent scientific sources and submission venues 
to obtain the most associated studies, identifying 1052 research 
papers presented in detail in Fig. 9. 

D. Phase 2: Identifying Research Criteria to Refine the 

Search 

The search strategy involved selecting keywords/terms 
related to AI, CV, NLP, ML, and DNN-based systems, Fig. 9. 
The search string was adjusted for each platform to ensure a 
systematic search. The review encompassed a variety of criteria 
and parameters, such as the title, background, review methods, 
studies included and excluded, results, review questions, 
discussion, authorship and acknowledgments, citations and 
references, and appendices. 

 
Fig. 9. Phases 1-2. The research question development employed 

the preliminary search and terms/strings according to the PRISMA and 

Kitchenham guidelines. 

E. Phase 3: Applying the (Inclusion/Exclusion Criteria) 

The review phase involved reviewing articles based on 
inclusion/exclusion criteria, selecting 691 papers related to 
research questions, while 361 were filtered out, as shown in Fig. 
10. The title should be clear and informative, identifying the 
review's subject and demonstrating its classification as a 
systematic review. 

The review methods should clearly describe the search 
strategy, the source of data, the study criteria selection, the 
quality and eligibility assessment methods, and the approach to 
extracting findings. The discussion section should address the 
strengths and limitations of evidence, practical implications of 
findings, research gaps, and areas for future work. The 
authorship and acknowledgments section should set clear 
authorship criteria and acknowledge the contributions of 
individuals or institutions who substantially affected the 
research but did not meet the author's standards. 

 
Fig. 10. Phases 3-4. Applying inclusion/exclusion criteria and 

eligibility/quality assessment according to the PRISMA and Kitchenham 

guidelines. 

F. Phase 4: Evaluating Eligibility and the Quality of 

Resources 

The study critically analyzed 691 selected studies, assessing 
their suitability and validity. As presented in Fig. 10, we 
selected 416 studies, ensuring all methodologies were 
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methodologically appropriate and relevant, and omitted 275 
papers due to insufficient eligibility and quality standards. 

G. Phase 5: Examining Abstracts and Key Sections 

The review process involved a thorough review of 416 
papers, focusing on the abstract, primary findings, and 
conclusion sections, as shown in Fig. 11. The process involved 
thoroughly examining the articles and identifying those worth 
further examination. We considered 297 papers for further 
examination, eliminating 119 due to their unsuitability. The 
abstract should be 250 words or less long and written in the true 
style of creative nonfiction. 

 
Fig. 11. Phases 5-6. Examining abstracts and key sections and integrating the 

analyzed selected studies that answer research questions 

The findings should include a description of the primary 
studies, quantitative data, meta-analysis stipulations, a narrative 
summary of the key findings, and data presentation using tables 
and diagrams. The conclusion should summarize the main 
findings, their implications for practice and policy, and suggest 
suggestions for future research. 

H. Phase 6: Further Analysis and Integration 

The review comprehensively decoded and comprehended 
the 297 individual studies in Phase 5, focusing on AI, ML, and 
DNNs. After presenting the advantages, drawbacks, and 
existing research issues, the review identified 193 qualitative 
and quantitative studies. Ultimately, after eliminating 104 
studies that were not relevant, the final net tally of the papers is 
193. The systematic review report should be formatted as 
shown in Fig. 11. 

IX. FINDINGS 

This research is a crucial contribution to advancing deep 
neural networks, aiming to provide insights and guidelines for 
advancing the repurposing and adaptation of the DNN model. 
The systematic review used a six-phase robust approach to 
search for and extract research on domains of artificial 
intelligence AI, machine learning ML, deep neural network 
DNN, and their state-of-the-art techniques. 

This study used the search string technique to refine the 
search area and cross-reference the references and citations of 
the included studies, thereby identifying additional research, as 

we can understand from the illustrated information in Table III 
and the chart in Fig. 12. 

TABLE III. A SIX-PHASE ROBUST APPROACH TO CARRYING OUT A 

SYSTEMATIC REVIEW WAS USED TO SEARCH FOR THE REQUIRED 

TERMS/KEYWORDS 

(Searc  Source)   ase 1   ase 2   ase 3   ase 4   ase 5   ase 6 
 ercentage 

(%) 

( oogle 

Sc olar) 

Preliminary Search Relevant to AI, ML, and DNNs to Facilitate 

Development of Research Questions 

 S -W S X 282 193 120 84 54 28% 

     X 244 165 101 72 47 24% 

Science 

Direct 
X 165 108 66 50 32 17% 

S   US X 139 87 51 37 25 13% 

A    132 81 46 32 21 11% 

Springer in  X 90 57 32 22 14 7% 

Total X 1052 691 416 297 193 100% 

A. Phase 1: Groundwork and Theory Building Around 

Research Questions 

Following up on the above essential explanation sections, 
this phase involved conducting an exploratory Google Scholar 
search to identify research questions and keywords associated 
with AI, ML, and DNN and their related applications. The study 
found that ISI-WoS is the most frequently accessed source of 
published literature concerning these systems and their 
associated challenges, followed by IEEEXplore, ScienceDirect, 
Scopus, ACM, and SpringerLink. 

 
Fig. 12. The intensity of publications for AI, CV, NLP, ML, and DNN-based 

systems in each scientific database. 

B. Phase 2: Identification of Studies with Search Strings: 

(Narrowing Down the Search Parameters) 

Then, we refined the search criteria by defining the 
acceptable characteristics. This helped us to gather some 
knowledge of the basics of AI, including ML and DNNs. Deep 
Neural Networks (DNNs) DNNs are a potent technique that 
learns multiple layers of data representations or features and 
yields impressive prediction performances. 

The findings identified a total of 1052 publications from six 
selected scientific sources and databases, simulating a 
deliberate, non-random selection: ISI-WOS (n=282), IEEE 
Xplore (n=244), Science Direct (n = 165): SCOPUS (n = 139), 
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ACM (n=132 papers) Spring-Link ((n=90). These databases 
allow researchers to search thousands of leading academic 
journals, periodicals, and conference proceedings. 

C. Period of Search 

The period focused on in this research included papers from 
“2015 to 2024” substantially, as depicted in Table IV and Fig. 
13. 

D. Phase 3: Inclusion/Exclusion Criteria and References 

Validation 

Among the identified studies (n=1052) from the initial 
search, our reviewers independently assessed inclusions based 
on predefined criteria. After removing 361 studies that did not 
meet the requirements (e.g. research questions answers), we 
were left with 691 relevant to our research questions. We then 
assessed all eligible studies' references to discover other 
potentially appropriate reports. 

TABLE IV. THE COVERED (TIME-PERIOD) (FROM 2015 TO 2024) 

 u lication Year Num er o   u lications  ercentage (%) 

2015 53 5% 

2016 69 7% 

2017 74 7% 

2018 79 8% 

2019 88 8% 

2020 96 9% 

2021 109 10% 

2022 121 12% 

2023 187 18% 

2024 167 16% 

Total 1052 100% 

E. Phase 4: Evaluation of Eligibility and Adherence 

Following Reference Review 

This phase involved thoroughly evaluating 691 studies and 
assessing their relevance and quality. We selected 416 studies 
for their methodological solid foundation and relevance and 
excluded 275 due to non-compliance with eligibility and quality 
criteria. 

 
Fig. 13. Overall distribution of AI, CV, NLP, ML, and DNN-based systems 

from reuse and reengineering perspectives - (Year-Wise). 

F. Phase 5: Screening Abstract, Findings, and Conclusion 

In this phase, we filtered selection by analyzing abstracts, 
findings, and conclusions, excluding 119 out of 416 studies for 
review. This resulted in 297 applicable studies and complete 
data extraction. 

G. Phase 6: Advanced Data Analysis and Answering the RQs 

This systematic review concluded with a large set of 
relevant, high-quality studies that were carefully reviewed, 
investigated, and synthesized. The study comprehensively 
analyzed 297 selected studies on AI, ML, and DNNs, excluding 
104 irrelevant ones. A structured six-phase process identified 
and analyzed 193 studies, offering insights to address the 
study’s concerns, as shown in Table V and Fig. 14. 

TABLE V. THE ULTIMATE RESULT OF THE REVIEWED PUBLICATION HAS 

BEEN FOUND AND FILTERED TO BECOME (N = 193) 

 u lication Year Num er o   u lications  ercentage (%) 

 S -W S 54 28% 

     47 24% 

Science Direct 32 17% 

S   US 25 13% 

A   21 11% 

Springer in  14 7% 

Total 193 100% 

 
Fig. 14. The scrutinized publication yielded a result of N = 193 after 

comprehensive analysis and synthesis. 

H. Mapping Results and Findings to Research Questions 

1) Link each research question to a related dated 

journal/conference: The systematic review used an iterative 

design to connect each study to research questions, focusing on 

RQ1-RQ4. This study developed a new method to classify 

papers based on the most effectively addressed research 

questions. Table VI provides details on the mapping process. 
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TABLE VI. MAPPING PROCESS LISTS THE MOST HIGH-INDEXED 

REFERENCES PROVIDED ANSWERS TO RESEARCH QUESTIONS 

Re . Year Type  nde ing  ited Q1 Q2 Q3 Q4 

[111] 2019 Journal ISI/WoS 59 √ √ √  

[99] 2020 Journal ISI/WoS 58 √ √  √ 

[6] 2018 Journal Scie-Dir 56 √  √  

[24] 2020 Journal Springer 51 √ √ √  

[77] 2021 Journal Scie-Dir 47 √  √ √ 

[112] 2020 Journal Scie-Dir 46 √ √ √  

[113] 2018 Journal ISI/WoS 40 √ √ √ √ 

[114] 2019 Journal ISI/WoS 34  √ √  

[115] 2019 Journal ISI/WoS 32 √  √ √ 

[116] 2021 Journal Scopus 30 √ √ √ √ 

[117] 2021 Journal Scie-Dir 30  √ √  

[118] 2018 Conf IEEE 28 √ √ √ √ 

[25] 2019 Journal ISI/WoS 27 √ √   

[119] 2018 Journal ISI/WoS 26  √  √ 

[64] 2017 Journal ISI/WoS 25  √ √ √ 

[120] 2020 Journal ISI/WoS 21 √  √  

[73] 2018 Journal Scie-Dir 20 √ √  √ 

[121] 2017 Journal ISI/WoS 19 √ √ √  

[122] 2019 Jr/Cnf S-D/ACM 18 √  √ √ 

[123] 2020 Journal ISI/WoS 17 √ √ √  

[124] 2019 Conf IEEE 15 √ √  √ 

[125] 2020 Journal Scie-Dir 13 √  √  

[126] 2018 Journal IEEE 12  √ √ √ 

[127] 2020 Journal Scie-Dir 11 √ √   

[128] 2019 Conf IEEE 10 √  √ √ 

[129] 2020 Journal ISI/WoS 10 √ √   

[48] 2019 Journal Springer 9  √ √ √ 

[130] 2021 Journal Scie-Dir 9 √ √ √  

[131] 2021 Journal ISI/WoS 8 √   √ 

[132] 2018 Conf IEEE 8 √ √ √  

[133] 2020 Journal Springer 7 √ √ √  

[134] 2019 Journal ISI/WoS 7 √  √ √ 

[135] 2018 Journal WoS 7 √ √ √  

[136] 2018 Conf IEEE 6 √ √  √ 

[137] 2017 Journal Scie-Dir 6 √ √ √  

[138] 2019 Journal Scie-Dir 5 √  √  

[139] 2020 Journal Scie-Dir 5  √ √ √ 

[44] 2017 Conf ACM 5 √ √ √ √ 

[140] 2019 Conf ACM 5 √  √  

[141] 2018 Conf WoS/SCIE 5 √ √  √ 

[142] 2020 Journal/Co Scopus 4 √ √ √ √ 

[143] 2017 Conf IEEE 4 √  √ √ 

[144] 2020 Journal Scopus 4 √ √   

[145] 2020 Journal WoS/SCIE 4 √  √ √ 

[72] 2019 Journal WoS/SCIE 4  √ √ √ 

[146] 2019 Conf IEEE 4 √ √   

[147] 2020 Journal Scie-Dir 4  √ √ √ 

[148] 2018 Journal IEEE 3 √  √  

[69] 2017 Conf IEEE 3 √ √   

[149] 2019 Conf IEEE/ACM 3 √ √ √ √ 

[13] 2020 Conf ACM 3 √  √ √ 

[62] 2021 Conf IEEE/ACM 3 √ √ √ √ 

[30] 2023 Conf IEEE/ACM 2 √ √  √ 

[49] 2022 Conf IEEE 2 √  √  

[109] 2022 Journal WoS 2  √  √ 

[54] 2023 Symposium IEEE 2 √  √  

[23] 2023 Conf IEEE/ACM 2  √ √ √ 

[150] 2024 Journal Scopus 2 √  √  

[61] 2024 Journal WoS 2  √  √ 

[10] 2024 Journal Scie-Dir 2 √  √  

2) The most addressed research questions: As depicted in 

Table VII, the most addressed research question in the reviewed 

studies was RQ3, which focuses on the characteristics, 

differences, similarities, advantages, and limitations of AI 

systems, ML techniques, and DNN networks. However, RQ4, 

which addresses the current interoperability challenge among 

AI environments, was the least addressed, with only 35 papers 

providing answers. The research papers that answered RQ4 

were average and insufficient, highlighting the need for further 

research into AI system issues. Despite the fewer papers 

addressing RQ4, some notable contributions include new 

methods for distributed training and parallel computing. 

TABLE VII. PERCENTAGE (%) OF STUDIES COVERING EACH RESEARCH 

QUESTION 

Question 

No 

 

Question-Text 
Number of 

Publications 

Percentage 

(%) 

“RQ1” 

“What are the main 

characteristics and “common 

differences, similarities, 
advantages, and limitations” 

of AI systems, ML 

techniques, and DNN 
networks regarding purpose, 

tasks, and operations?” 

54 28% 

“RQ2” 

“What are the key unsolved 
problems and bottlenecks 

that AI computational 

environments face?” 

45 23% 

“RQ3” 

“What are the relevant 

“factors and dimensions” 

that impact the accuracy, 
adversarial robustness, 

memory consumption, and 

inference time of AI, ML, 
and DNN tasks?” 

59 31% 

“RQ4” 

“What convenient 

approaches can be developed 

to address the existing issues 
and reduce the computation 

process's high resource cost 

and time consumption?” 

35 18% 

Total Four questions 193 100% 

I. Characteristics of (AI) Systems, ML Technologies, and 

DNNs and Answering RQ1 

This systematic literature review comprehensively 
compares popular machine learning and deep learning 
frameworks (e.g. TensorFlow, Caffe-Caffe2, Torch/PyTorch, 
Theano, MXNet, and CNTK) and their connected models and 
algorithms, as illustrated in Table VIII, towards answering RQ-
1. It highlights their relevant characteristics in various aspects 
and demonstrates the significant disparity in compatibility 
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between frameworks, with excellent compatibility for models 
from the same ecosystem. However, compatibility diminishes 
when combining models from different ecosystems, 

emphasizing the importance of considering framework 
compatibility during model development. 

TABLE VIII. A COMPREHENSIVE COMPARISON OF (AI) SYSTEMS, ML TECHNOLOGIES, AND DNNS AND ANSWERING [RQ1] 

Framework Factors Caffe/Caffe2 TensorFlow Theano Torch/PyTorch CNTK MXNet 

Founder 

Learning-Center 

& Berkeley 

2013/caffe 

2017/caffe2 

Google2015 
Montréal-Uni 

(2007) 
(Facebook)2016 

Microsoft 

Research 2016 

Apache 

Foundation 

2015 

Purpose 

Image processing 

& on both CPU 

and GPU 

High-performance for 

ML, DL, CPU, GPU, and 

TPU 

Python offers 

GPU for 

arrays. 

A Python-based for DNNs 
For DL, graph 

representation 

A DL for 

DNNs. 

Interface 
Python, 

MATLAB 

Python (Keras), C/C++, 

Java, Go, &R 
Python Python, C++, & Julia Python, C++, 

C++, Python, 

Julia, Matlab, 

Core language C++ C++ Python Python, C, C++, CUDA C++ 
Small C++ core 

library 

Platform 
Linux, Mac OS 

X, Windows 

Linux, Mac OS X, 

Windows 
Cross-platform Linux, macOS, Windows 

Windows, 

Linux 

Linux, Mac OS 

X, 

CUDA Support Yes Yes Yes Yes Yes Yes 

Multi-Threaded -CPU Yes (BLAS) Yes (Eigen) Yes Yes (widely Used) Yes Yes (OpenMP) 

Pretrained Models Yes Yes Partially Yes Yes Yes 

Multi-GPU 
Yes (only data 

parallel) 
Yes (Most flexible) Not perfect Yes Yes Yes 

Compatibility (within the same 

environment) 
Yes Yes Yes Yes Yes Yes 

Compatibility in No No No No No No 

Advantages 
“Fast, Efficient 

for CNNs” 

“Large Community, 

Flexible” 

“Symbolic, 

Good for 

Research” 

“Imperative, Pythonic” 
“Production-

ready” 

“Scalable, 

Efficient” 

Disadvantages 

“Limited 

framework 

support” 

“Can be complex.” 
“Slow 

execution” 
“Limited community” Win limited 

“Learning 

curve” 

J. Challenges and Open Issues and Answering of RQ2 

1) Overview: The systematic review highlights several 

challenges facing AI, ML, and deep neural networks (DNNs) 

and their related frameworks, models, and algorithms. These 

issues include system fragmentation, complexity, 

interpretability, bias, security, privacy, and a lack of 

benchmarks. System fragmentation affects code and model 

reusability, while complexity involves data, model size, 

algorithm complexity, high dimensionality, and characteristics 

of tensor data used in DNNs. Understanding how machine-

learning techniques and DNNs make decisions like black boxes 

makes interpretability challenging. Bias can lead to unfair and 

discriminatory outcomes, while security is vulnerable in 

specific fields like autonomous vehicles and financial 

institutions. 

2) Common Challenges 

 Interpretability: Understanding how machine learning 
(ML) and deep neural networks (DNNs) make decisions 
as black boxes can be challenging. Trusting the 
procedures throughout the learning and training process 
can be challenging without reliable indicators until each 
iteration, epoch, and batch size yields the desired 
production results (e.g. prediction accuracy before and 
after model deployment) [151]. 

 Bias: Machine learning and deep learning models can be 
biased, which can lead to unfair and discriminatory 
outcomes [152]. 

 Security: Machine learning systems, especially in some 
fields such as autonomous vehicles and financial 
institutions, can be vulnerable to security and safety 
attacks [153], [154], [155]. 

 Privacy: The intelligent systems discussed in this review 
can collect and store large amounts of personal data, 
which raises privacy concerns [154], [156]. This issue is 
more challenging when dealing with deep neural (DNN) 
models, as these models need a huge amount of data that 
is not readily provided, especially in applications that 
require lots of sensitive data [156]. Moreover, 
Mendelson and Avi have demonstrated that privacy has 
been a hot topic, particularly regarding the need for 
privacy protection [154]. Since then, that has translated 
into new legislation affecting our rights regarding how 
they get data collected on them. Furthermore, the authors 
have implemented new mechanisms to guard against the 
potential misuse of this information. However, the 
current initiatives are neither adequate nor sufficient. 

 Lack of benchmarks: Benchmarks are essential for 
comparing the performance of different AI environments 
and identifying areas where improvement is needed. 
According to [29], there is a lack of standard benchmarks 
for evaluating the machine-learning perf (ML) and 
DNNs performance for the diver’s data, especially “big 
data analytics” [157], [158]. The need for more 
benchmarks within these technologies is a particularly 
significant challenge due to the need for standard 
benchmarks [159]. Furthermore, several surveys indicate 
that few discussions have been held about the 

https://en.wikipedia.org/wiki/Python_(programming_language)
https://en.wikipedia.org/wiki/C%2B%2B
https://en.wikipedia.org/wiki/Julia_(programming_language)
https://en.wikipedia.org/wiki/Linux
https://en.wikipedia.org/wiki/MacOS
https://en.wikipedia.org/wiki/Windows


(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 10, 2024 

575 | P a g e  

www.ijacsa.thesai.org 

community's efforts to implement deep learning 
benchmarking and the gaps between what has been 
achieved and what still needs to be added [160]. It would 
be a valuable contribution to the field of research, and 
developers would pay more attention to this challenge for 
industry-standard benchmark development [159], [29]. 

 Difficulty in choosing between the machine learning 
techniques: In general, the selection of the proper 
machine learning and deep neural methods for a given 
task can be a challenge [44], [99]. Based on the analyzed 
studies, the systematic review identified factors that 
affect the performance of machine learning and deep 
neural systems, such as the type of selected data, the 
quality and quantity of the training data, the kind of 
algorithm, model selection, the computational resources 
availability, and the appropriate hyperparameters and 
fine-tuning for the intended task [48]. Moreover, the 
findings have expounded various implications for 
researchers and practitioners. Researchers should 
develop new methods to address the open issues and 
challenges identified in the analyzed and synthesized 
SLR. On the other hand, practitioners should be aware of 
the involved factors that affect the computation 
performance and factors that should be applied carefully 
to select the proper techniques (e.g. Framework, pre-
trained model, algorithm, and other software 
components) and hardware requirements (e.g. Computer 
device, memory size, and accelerators such as CPUs 
GPUs, and TPUs) for their given specific needs. 

3) Learning and Training Challenges in DNNs 

 Insufficient Training Data: Low training data or batch 
size can hinder stable, generalizable solutions. Ensure 
that there is sufficient data for the local minimum cost 
function. 

 Non-deterministic data: Breaking the deterministic 
relationship between training inputs and target outputs 
can hinder training convergence. 

 Wrong Learning Rate: Small or large learning rates can 
slow or make training unstable. 

 Vanishing Gradients: Gradients in particular layers can 
become small, slowing or stopping training. For other 
solutions, use different activation functions. 

 Exploding Gradients: Gradients can become large and 
cause instability, limiting their weight and bias change 
rate. 

K. The Critical Direct and Indirect Factors Impact DNNs and 

Answering RQ3 

This study examined various factors that affect the DNN-
based system’s performance and robustness. These factors are 
critical, direct, and indirect, as explained in Fig. 15. 

 
Fig. 15. Critical direct and indirect factors impact the DNNs reuse and 

relevant reengineering challenges (n1=6 direct, n2=6 indirect factors). 

The direct factors include data quality, structural design, 
complexity, creation purpose, programming language, and 
accelerators. On the other hand, indirect factors such as noise, 
outliers, and imbalances can impede DNNs' ability to learn 
program scale and dependencies. By carefully designing and 
addressing these indirect factors, DNNs can receive training on 
high-quality data for more accurate and reliable results. We can 
use deep learning accelerators like GPUs, TPUs, FPGAs, 
VPUs, and ASIC chips to meet real-time requirements. 
Therefore, our results demonstrate that researchers and 
developers should focus on developing more efficient methods 
to address the highlighted challenges. At the same time, 
practitioners should be aware of factors affecting computation 
performance and carefully select the proper techniques and 
hardware requirements for their specific needs. 

L. Existing Limitations on DNNs and Answering RQ4 

1) Overview: A potential way for companies and the 

computer industry to amortize costs is by reusing and re-

purposing DNNs. However, reusing DNN-based systems face 

challenges that affect their reuse and reengineering 

performance, efficiency, and robustness. The direct and indirect 

factors behind these challenges have been highlighted in 

previous sections. The structural problem of non-

interoperability among DNN-based systems is one of these 

obstacles, along with a lack of technical skills and engineering 

methods [3]. 
In deep neural cutting-edge systems, interoperability refers 

to the ability of one software component (with which models 
are associated) to exchange algorithms and data with another 
[80]. Fig. 16 illustrates the various paths in developing and 
deploying a model on hardware or a target environment. 

Direct 

Factors 
Definition 

Indirect 

Factors 
Description 

Fragmentation Each system has its own features and 

characteristics. 
NCHW/NHWC 

Formats 
Different layouts of data in the 

memory hierarchy. The algorithm must 

be transposed to lead to poor 

performance. 

Structure Each system has its own structural 

design. 
Data Noise Mislabeled cases, redundant data, 

borderlines, or errors in the values of 

attributes. 

Complexity Model Complexity, Algorithm 

Complexity, Data/Tensor, and Tensor 

Layout (Curse of Dimensionality). 

Outliers It is a broader concept that contains 

discordant data 

Purpose Framework Goal, Model Goal, 

Algorithm Goal, Task Type (e.g., 

Prediction, Classification, Detection, 

or Recognition). 

Data Size Data size: (Not sizable). 

Programing 

Language 
API, core language, and 

Frontends/Interface (C++, Python, 

Julia, Matlab, JavaScript, Go, R, Scala, 

or Perl) 

Imbalance Data One or some of the classes greater than 

others result in biased outcomes. 

Accelerators CPUs, GPUs. TPUs, FPGA, VPU, and 

ASIC 
Missing 

Features 
Variables lack information points, 

resulting in harming accuracy and 

model dependability. 
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Fig. 16. The paths among model development, hardware deployment, DL 

Compilers, and model conversion [161]. 

Interoperability lets models be reused across frameworks 
and deployment scenarios. While (A) signifies model 
conversion into a standard intermediary format, letter (B) 
indicates the compilation process. On the other hand, (C) 
represents model deployment, and (D) describes transforming 
a model into a framework according [161]. 

2) Failure of conversion: This software ecosystem mainly 

includes many dedicated frameworks for deep learning [162], 

[163] and compilers [164], [105]. The proliferation of these 

different tools for development and deployment represents a 

significant obstacle since moving algorithms across 

frameworks can be difficult. Furthermore, a compiler that 

understands models from various frameworks is very 

heterogeneous. Consequently, frameworks such as open neural 

network exchange (ONNX) are developed to play an essential 

role in mediating between deep learning software [165]. 
However, translation errors during conversion can result in 

distortions and affect the quality of the model, potentially 
leading to a degradation in prediction, impacting deployment 
efficiency, and ultimately causing conversion failure. 

3) Failure symptoms and root causes: Even with the 

development of modern interoperability solutions such as 

"ONNX, MMdnn, CoreML, and NNEF," there remains a 

knowledge gap regarding the failure type of deep learning 

model conversion errors. This lack of knowledge exposes a 

significant risk with various interoperability technologies built 

into the design. 
The study findings have divided the failure symptoms into 

two categories: The main common failure symptoms and 
relevant practical root causes of reusing and reengineering 
DNN-based techniques, as elaborated in Fig. 17. The second 
category is failure symptoms that arise from the structural and 
procedural root causes when reusing and reengineering DNN 
systems, as presented in Fig. 18. 

 Main and Common Failure Symptoms 

Model Size: In memory-constrained environments, pre-
trained models (PTM) with large sizes are challenging to 
deploy and use. 

Inference Time: Reusing the entire set of pre-trained models 
can increase the inference time, affecting real-time 
applications. 

Defect Inheritance: Reusing models without a code review 
may result in inheriting flaws from the original model, which 
could pose security risks in the new system. On the other hand, 
AI models are famously brittle to modest input data 
perturbations, allowing attackers to create adversarial examples 
for malevolent assaults. 

Poor Performance: Compared to regression testing or 
hardware performance, the model converter's time and memory 
costs are substantially higher than developer/user expectations. 

 
Fig. 17. The main common failure symptoms and relevant practical root 

causes of reusing and reengineering DNN techniques (n1=4 symptoms, n2=4 
causes). 

 Structural failure symptoms 

In General, interoperability relies on deep neural network 
(DNN) conversion methods such as "NNEF, ONNX, MMdnn, 
and CoreML." While primarily used for deployment and 
framework conversion, these methods suffer from crashes and 
performance degradation. This study demonstrated three 
structural failure types, as shown in Fig. 18: 

Crashes and wrong model behavior: because of type of 
problem and incompatibility issues. 

Wrong model selection: because of tensor shape 
mismatches during transformation, inference, or layout 
conversion. 

Build failures: These occur because of testing issues like 
missing or broken tests. These issues primarily impact 
converters' graph translation and optimization stages. This 
study's findings align with existing research, and further 
analysis revealed model characteristics linked to converter 
failures. 

Failure 

Symptom 

Definition Failure Root 

Cause 

Definition 

Model Size In memory-constrained 

environments, pre-trained 

models (PTM) with large sizes 

are a significant challenge to 

deploy and use. 

Reusing the 

entire Model 

The entire model is being reused, even though 

only a small portion of its functionalities 

(mainly labels) are necessary. 

Inference Time Reusing only a small portion of 

the functions provided by the 

model can lead to overhearing 

and unwanted computational 

costs. 

Training the 

entire set of pre-

trained models 

Reusing the entire set of pre-trained models 

can increase the inference time, affecting real-

time applications. 

Defect 

Inheritance 

Inheriting flaws from the 

original model could pose 

security and robustness risks in 

the new system (Weakness 

Inheriting). 

AI models are 

mostly brittle to 

modest input data 

perturbations, 

 

Reusing models without a code review. 

Poorly 

Performance 

Compared to regression testing 

or hardware performance, the 

model converter's time and 

memory costs are substantially 

higher than developer/user 

expectations. 

Algorithmic 

Error 

Optimization: The model converter is 

experiencing an issue with optimizations, 

including the elimination of inactive code or 

incorrect fusing. 

Tracing: Tracking DNN poses a challenge. 

This phenomenon is observed in frameworks 

that employ dynamic models. Dynamic 

models must be tracked to identify the nodes 

in the computational graph prior to the 

conversion. 
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Fig. 18. Structural failure symptoms arise from the structural and procedural 

root causes of DNN reuse (n1 =3 structural symptoms, n2 =4 structural 

causes). 

M. Opportunities 

Merging innovation with interoperability of deep neural 
models: 

This study suggests that DNN applications need additional 
interoperability research to understand how pre-trained models 
make decisions to improve transparency and accountability. A 
deeper understanding of model converter failure modes may 
also lead to improved solutions. Scaling these new technologies 
may ease existing approaches’ limits, enabling scale-up for any 
emerging model and reducing resource and time costs. Our 
review study (RQs) and relevant critical direct/indirect factors, 
failure symptoms, and root causes can help researchers and 
developers overcome limitations in ML and deep neural 
network model development and deployment from reuse 
inspiration. Currently, the study team is developing an 
innovative and promising approach that could overcome the 
incompatibility and related reuse issues to enhance the re-
purposing capabilities of the DNN’s domain and practice. 

X. CONCLUSION AND FUTURE TRENDS 

Deep neural networks (DNNs) have revolutionized the 
fields of machine learning (ML) and artificial intelligence (AI), 
enabling the creation of various models and algorithms capable 
of autonomously solving complex tasks. However, the 
development of these techniques faces significant challenges. 
This paper comprehensively reviews deep neural models that 
address the characteristics, challenges, open issues, and critical 
factors influencing ML and DNN technologies. It guides 
researchers and developers in achieving successful DNN 
models from reuse inspiration by evaluating factors impacting 
the reuse and related learning pipeline process. It carefully 
examines the symptoms of failure in existing reuse methods and 
the causes that usually lead to this failure. The SLR examined 
four research questions to comprehend their characteristics, 
challenges, influencing factors, and strategies for resolving 
limitations, particularly incompatibility and associated issues. 
By analyzing the first 193 research papers, the study identified 
significant challenges related to software incompatibility 
within DNNs. Other open issues include performance 
degradation, complexity, vulnerability to adversarial attacks, 

difficulty in code reengineering and conversion, a lack of 
standardized benchmarks, and system selection. The review 
reveals how these issues hinder parallel computing efficiency 
by increasing development, deployment, and computing time, 
complicating task organization, and raising costs. Additionally, 
goal mismatches can decrease computing accuracy, making 
training and performance complex. This study contributes to 
understanding DNN as a black box and benefits various fields, 
including AI, ML methods, and DNN-based systems in 
performance (e.g., accuracy, inference time, memory 
consumption) and robustness towards multiple adversarial 
attacks. The study suggests that DNN applications require 
further research on interoperability, model converter failure 
modes, and scaling technologies to improve solutions and 
reduce costs. 

Future work focuses on reducing model size computational 
cost without sacrificing performance efficiency, whether 
for basic DNN models (e.g., pre-trained models) or LLMs using 
unique techniques (e.g. “Low-Rank-Adaptation “Lora” and 
Quantized Lora “QLora,” model compression, and pruning) for 
optimal converted model size and inference time). Furthermore, 
during future work procedures, the team ensures that various 
adversarial attacks, especially in finance, healthcare, 
and autonomous applications, are avoided, including data 
security, privacy, veracity, and benchmarking challenges. 
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