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Abstract—This scholarly investigation examines the utilization 

of artificial intelligence (AI) technology in the analysis and 

resolution of intricate societal challenges in many countries. The 

originality of this study resides in the employment of deep learning 

algorithms, particularly Convolutional Neural Network (CNN), to 

execute sentiment analysis with an elevated degree of complexity. 

The examination encompasses three principal dimensions of 

sentiment: Sentiment, Tone, and Object, with the intention of 

offering profound insights into public perceptions regarding 

various social challenges. The fundamental sentiment is 

categorized into three classifications: Positive, Neutral, and 

Negative. Moreover, the Tone analysis introduces an additional 

layer of comprehension that encompasses Support, Suggestion, 

Criticism, Complaint, and Others, thereby delineating a more 

precise communicative context. The Object dimension is employed 

to ascertain the target of the sentiment, whether it pertains to an 

Individual, Organization, Policy, or other entity. This inquiry 

applied the analysis to several clusters of social issues, including 

Poverty and Economic Disparity, Health and Wellbeing, 

Education and Literacy, Violence and Security, as well as 

Environment and Social Life. The findings are anticipated to aid 

the government in devising policies that are more effective and 

responsive to the exigencies of society, through an enhanced 

understanding of public sentiment. 
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I. INTRODUCTION 

Sentiment analysis plays a critical role in understanding and 
quantifying the emotions or sentiments expressed in textual data, 
such as reviews, comments, and social media posts. It is an 
essential tool for businesses and organizations aiming to 
comprehend public opinion, improve customer service, and 
make data-driven decisions in product development and 
marketing strategies [10]. However, traditional sentiment 
analysis methods struggle with capturing the complexities of 
language, including sarcasm, ambiguous expressions, and 
nuanced opinions [1]. This limitation has led to a growing need 
for more sophisticated techniques to accurately analyze 
sentiment, especially when dealing with large volumes of 
unstructured data from sources like social media [7]. 

To address these challenges, recent research has increasingly 
employed deep learning models, which offer significant 
improvements over traditional methods in sentiment 
classification. Neural networks, particularly deep learning 
architectures such as capsule-based RNNs and Graph 
Convolutional Networks (GCNs), have shown remarkable 

success in handling complex textual data [6] [14]. These models 
not only enhance sentiment classification but also allow for the 
integration of multimodal data—such as text, audio, and visual 
cues—to capture deeper insights, especially in the case of 
complex emotions like sarcasm [8] [12]. Moreover, transfer 
learning techniques have been implemented to overcome data 
scarcity challenges, enabling models to be fine-tuned for 
smaller, domain-specific datasets [11] [16]. 

This study contributes to the field by employing 
Convolutional Neural Networks (CNNs), a deep learning 
methodology traditionally associated with image processing, for 
sentiment analysis [9]. CNNs have demonstrated effectiveness 
in analyzing text by treating it as spatial data, extracting local 
features, and offering a more straightforward yet efficient 
approach compared to other models [18]. By leveraging CNNs, 
this research aims to improve sentiment analysis performance, 
particularly in understanding nuanced social issues [20], and to 
provide more precise and actionable insights [21] [22]. 

In line with the abstract, this research focuses on three 
principal dimensions of sentiment analysis: Sentiment, Tone, 
and Object. Sentiment is categorized into three primary 
classifications—Positive, Neutral, and Negative—while Tone 
introduces additional layers of interpretation, including Support, 
Suggestion, Criticism, Complaint, and Other. The Object 
dimension further refines the analysis by identifying the target 
of the sentiment, such as an Individual, Organization, or Policy. 
This comprehensive approach enables a more detailed 
understanding of public perceptions regarding various social 
challenges. 

Specifically, the research addresses key societal clusters 
such as Poverty and Economic Disparity, Health and Wellbeing, 
Education and Literacy, Violence and Security, and 
Environment and Social Life. The insights generated through 
this analysis are expected to support government agencies in 
developing policies that are more responsive to public sentiment 
and aligned with societal needs [23]. Through the integration of 
CNNs in sentiment analysis, this study offers a novel approach 
to addressing the limitations of traditional methods and aims to 
enhance decision-making processes by providing deeper 
insights into public opinion on critical social issues. 

II. LITERATURE REVIEW 

A. Sentiment Analysis 

Sentiment analysis plays a crucial role in shaping social 
justice movements by providing insights into public opinion and 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 10, 2024 

595 | P a g e  

www.ijacsa.thesai.org 

emotional responses [24]. By analyzing sentiments expressed on 
social media platforms, activists can better understand the 
dynamics of support and opposition [30], which can inform 
strategies for advocacy and mobilization [27]. 

Impact on Public Sentiment: Black Lives Matter Movement: 
A study utilizing a BERT model analyzed over one million 
tweets related to the BLM movement, revealing themes of social 
justice and police brutality [29]. Positive sentiments were linked 
to significant events, guiding activists in their messaging and 
outreach efforts [13]. Sentiment assessment, akin to employing 
BERT on Twitter datasets pertaining to Black Lives Matter, 
elucidates public sentiment regarding social justice initiatives, 
accentuating motifs and occurrences linked with affirmative or 
adverse sentiment [25]. The BERT model, meticulously 
adjusted for Twitter sentiment, surpassed alternative models in 
performance. Retweet and lexical count frequencies 
underscored significant BLM motifs/occurrences. 

EndSARS Movement: The sentiment analysis of the 
#EndSARS protests in Nigeria highlighted eight basic emotions, 
providing insights into public sentiment that could inform 
governmental responses and future activism strategies [14]. 
Sentiment analysis, as demonstrated in the research concerning 
the EndSARS demonstration in Nigeria, facilitates the 
comprehension of collective sentiments, directing governmental 
reactions, and potentially mitigating social turbulence in 
forthcoming movements [26]. Recognized eight fundamental 
emotions articulated during the EndSARS demonstration. 
Suggested methodologies for the government to tackle 
subsequent activist movements. 

Emotional Dynamics: Chinese Online Movements: 
Research indicates that emotions like anger and anxiety are 
pivotal in mobilizing online social movements [28]. 
Understanding these sentiments can help predict movement 
trajectories and prevent potential social unrest [15]. Sentiment 
evaluation in digital social movements, particularly 
concentrating on outrage and apprehension, facilitates 
comprehension of sentiment progression to avert societal 
calamities, augmenting the efficacy of social justice campaigns. 
The suggested BERT-based framework surpasses foundational 
models. A sentiment evaluation dataset for Chinese digital social 
movements has been established. 

Broader Implications: Social Justice and Well-being: The 
correlation between feelings of social justice and subjective 
well-being suggests that sentiment analysis can also reflect 
broader societal perceptions, influencing public policy and 
community engagement [19]. The investigation examines the 
robust association between perceptions of social equity and 
subjective welfare, proposing that sentiments of justice within a 
community affect personal life contentment and well-being [31]. 
Welfare is impacted by financial resources, social connections, 
and perceptions of equity. Significant association between life 
contentment and societal justice interpretations. 

While sentiment analysis offers valuable insights, it is 
essential to consider the potential for misinterpretation or 
manipulation of data, which can skew public perception and 
impact the effectiveness of social justice movements. 

Previous CNN research related to sentiment analysis for 
social problems, Sentiment analysis using deep learning, 
particularly Convolutional Neural Networks (CNNs), has 
gained traction in addressing social issues through the analysis 
of public sentiment on platforms like Twitter and Reddit. This 
approach leverages advanced methodologies to extract 
meaningful insights from vast datasets, enhancing 
understanding of societal concerns [32]. 

Deep Learning Techniques in Sentiment Analysis: CNNs 
and RNNs: Recent studies highlight the effectiveness of CNNs 
and hybrid models like CRDC (Capsule with Deep CNN and Bi-
structured RNN), achieving accuracy rates up to 98.02% in 
sentiment classification tasks [6] The manuscript presents an 
innovative hybrid methodology, CRDC, amalgamating Capsule, 
Deep CNN, and Bi-RNN for sentiment analysis, surpassing 
conventional CNN or RNN frameworks with elevated precision 
across diverse datasets. Although the Capsule-based RNN 
methodology exceeds the performance of CNN or RNN models, 
the CRDC model demonstrates exceptional efficacy in 
sentiment analysis. 

LSTM Models: While CNNs are prominent, LSTM models 
have also shown significant results, with an 88.7% accuracy in 
analyzing sentiments regarding animal testing (Ismail, 2024). 
This document explores the realm of affective assessment 
utilizing Long Short-Term Memory (LSTM) networks rather 
than relying on Convolutional Neural Networks (CNN). It does 
not tackle the application of CNN in social contexts. A 
preponderance of tweets articulated adverse sentiment regarding 
animal experimentation. The LSTM architecture attained an 
accuracy of 88.7% in sentiment categorization. 

Applications in Social Contexts: Crisis Response and 
Governance: AI/ML tools, including sentiment analysis, are 
utilized to gauge public opinion on governance issues, as 
demonstrated in a study analyzing 114,390 Reddit comments, 
achieving an accuracy of 89% with the SiEBERT model [8]. The 
manuscript centers on affective evaluation employing 
SiEBERT, a pre-trained transformer architecture, attaining 89% 
precision, signifying the efficacy of deep learning artificial 
intelligence in comprehending the apprehensions of citizens via 
social media sentiment assessment. BERTopic with K-means 
attained the utmost coherence rating. 

Consumer Insights: Automated sentiment analysis models, 
such as ASASM-HHODL, have been developed to process 
social media data effectively, enhancing brand monitoring and 
customer feedback analysis [5]. The manuscript advocates for 
an Automated Sentiment Evaluation in Social Media (ASASM) 
employing Harris Hawks Optimization and Deep Learning 
(HHODL) methodologies, concentrating on Attention-oriented 
BiLSTM for sentiment categorization, without explicitly 
referencing CNN. The ASASM-HHODL framework surpasses 
contemporary sentiment analysis methodologies. Deep Learning 
models autonomously derive characteristics from datasets for 
sentiment evaluation. 

While deep learning models, particularly CNNs, show 
promise in sentiment analysis, challenges remain in data 
preprocessing and model optimization, necessitating ongoing 
research to refine these techniques for broader applications. 
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How do Convolutional Neural Networks impact sentiment 
analysis?, Convolutional Neural Networks (CNNs) significantly 
enhance sentiment analysis by effectively capturing local 
patterns in text data, improving classification accuracy and 
interpretability. Their ability to process n-grams and semantic 
features allows for nuanced sentiment detection, as evidenced 
by various studies [33]. 

CNNs facilitate understanding of sentiment classification 
through the analysis of convolutional filters, revealing that 
certain parts of speech (POS) are more influential in determining 
sentiment polarity. The preference for shorter n-grams in 
negative sentiment classification highlights the model's focus on 
critical linguistic features [4]. CNNs impact sentiment analysis 
by revealing the relevance of certain parts of speech tags and the 
preference for shorter n-grams in classifying negative sentiment 
sequences, indicating the potential for smaller architectures. 

Hybrid Models and Performance: Integrating CNNs with 
other architectures, such as BERT and BiLSTM, enhances the 
extraction of both local and global semantic features, achieving 
high accuracy rates (e.g., 92.35%) in sentiment classification 
tasks [2]. The analysis showcases a cutting-edge hybrid system 
that integrates two pathways in neural networks, employing an 
attention mechanism to expertly combine Convolutional Neural 
Networks (CNNs) and Bidirectional Long Short-Term Memory 
networks (BiLSTMs), hence significantly boosting sentiment 
analysis via the proficient acquisition of both local and global 
semantic elements. The suggested framework attains a 
sentiment classification accuracy of 92.35%. Moreover, the 
outlined system reaches an F1 score of 91.59% regarding 
sentiment classification. 

Graph-based approaches, like hierarchical dual graph 
convolutional networks, further improve aspect-based sentiment 
analysis by effectively modeling syntactic and semantic 
dependencies [17]. Hierarchical dual graph convolutional 
network (HD-GCN) enhances sentiment analysis by extracting 
syntactic and semantic information, outperforming state-of-the-
art models on ABSA tasks, as shown in the study. 

While CNNs excel in sentiment analysis, their black-box 
nature raises concerns about interpretability and understanding 
of internal representations, which can hinder trust in automated 
systems [15]. Convolutional Neural Networks (CNNs) play a 
crucial role in sentiment analysis by extracting features from text 
data, enhancing sentiment classification accuracy, and 
addressing interpretability challenges in neural network models. 

III. RESEARCH METHOD 

A. Sentiment Aspects and the Labels 

Sentiment aspect prediction refers to the process of 
identifying and categorizing various components of sentiment 
expressed within a text. It involves breaking down the text to 
determine not just the overall sentiment (positive, neutral, 
negative) but also other relevant aspects that give more context 
to the sentiment. Here’s a breakdown of how predictions for 
each sentiment aspect typically work: Basic Sentiment: 
[Positive, Neutral, Negative], According to Pang and Lee 
(2008), basic sentiment analysis focuses on classifying text into 
these three main categories. This classification is a starting point 
in many sentiment analysis applications. 

 Positive: Indicates a supportive or optimistic attitude 
toward the topic. 

 Neutral: Indicates a neutral or impartial attitude. 

 Negative: Indicates an opposing or pessimistic attitude 
toward the topic. 

Furthermore, Tone: [Support, Suggestion, Criticism, 
Complaint, Others], According to Liu (2012), understanding 
tone in sentiment analysis provides deeper insights into how an 
entity or issue is perceived, not only from the polarity 
perspective but also from the communication context. 

 Support: Text that shows approval or support for an issue 
or entity. 

 Suggestion: Text that provides recommendations or 
solutions to a specific problem. 

 Criticism: Text that expresses negative opinions or 
disagreement. 

 Complaint: Text that conveys dissatisfaction or problems 
encountered. 

Furthermore, Object: [Individual, Organization, Policy, 
Others]. According to Balahur et al. (2010), identifying the 
object in sentiment analysis helps understand the main target of 
the expressed sentiment, which is crucial in the context of social 
issues. 

 Individual: Text referring to a person or a group of 
individuals. 

 Organization: Text referring to organizational entities 
such as companies, institutions, or governments. 

 Policy: Text referring to specific regulations, laws, or 
policies. 

Furthermore, Cluster: [Poverty and Economic Inequality, 
Health and Well-being, Education and Literacy, Violence and 
Security, Environment and Social Life, Others], According to 
Cambria et al. (2013), clustering text based on topics or issues 
provides clearer context about the area of concern being 
analyzed, enabling deeper understanding and more targeted 
actions. 

 Poverty and Economic Inequality: Text related to 
economic issues and social disparities. 

 Health and Well-being: Text related to health issues, 
healthcare services, and social well-being. 

 Education and Literacy: Text related to education 
systems, access to education, and literacy. 

 Violence and Security: Text related to issues of violence, 
crime, and public security. 

 Environment and Social Life: Text related to 
environmental issues and social interactions. 

B. Data Collection 

One essential parameter is Data Collection (see Fig. 1 and 
Fig. 2), Dataset that has been labeled for basic sentiment aspects 
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(Positive, Neutral, Negative). The dataset has been labeled for 
the Tone sentiment aspects (Support, Suggestions, Criticism, 
Complaints, Others). 

 
Fig. 1. Data Collection code 1. 

 

Fig. 2. Data Collection code 2. 

Furthermore, The same method for the Tone aspect and basic 
sentiment is also applied to the Object sentiment aspects 
(Individual, Organization, Policy) and Cluster aspect (Poverty 
and Economic Inequality, Health and Well-being, Education 
and Literacy, Violence and Security, Environment and Social 
Life, Others). 

C. Text Preprocessing 

In this Text Preprocessing process there are several things 
that are done, namely Cleaning and preparing text data to be 
ready for analysis. And Steps. Steps consist of several parts, 
namely: 

 Tokenization : Breaking down the text into smaller units, 
such as words or phrases. Example: "Poverty in this area 
is worsening due to economic inequality" -> ["Poverty", 
"in", "this", "area", "is", "worsening", "due", "to", 
"economic", "inequality"] 

 Punctuation Removal: Removing unnecessary 
punctuation marks. Example: ["Poverty", "in", "this", 
"area", "is", "worsening", "due", "to", "economic", 
"inequality"] 

 Stop Words Removal: Removing common words that do 
not carry significant meaning, such as "and," "or," "is." 
Example: ["Poverty", "area", "worsening", "due", 
"economic", "inequality"] 

 Stemming or Lemmatization : Converting words to their 
base form.Example: ["Poverty", "area", "worsen", "due", 
"economic","inequality"] 

D. Feature Extraction 

Furthermore, Feature Extraction: Identifying and extracting 
important features from the text that will be used for 
classification. Steps: Using Term Frequency-Inverse Document 
Frequency (TF-IDF)  to Calculate the importance of a word in a 
document compared to the entire corpus.  Example:  ["Poverty", 
"area", "worsening", "inequality", "economic"] -> [0.2, 0, 0.4, 
..., 0.3, 0.5] 

E. Model Development Using CNN 

Training a machine learning or deep learning model to 
recognize cluster patterns in the text. Steps: 

 Training the model using a Convolutional Neural 
Networks (CNN) architecture to recognize cluster 
patterns in the text. 

 Training the model using data labeled. 

 Model Validation: Evaluating the model using validation 
data to ensure its performance. 

F. Prediction for Each Sentiment Aspect 

Load the trained model: This step involves loading a pre-
trained machine learning or deep learning model that has been 
specifically trained to analyze sentiment aspects. The model is 
typically saved in a file after training and can be loaded using 
various libraries such as TensorFlow or PyTorch. Loading the 
trained model allows us to utilize its learned parameters and 
weights for predicting sentiment aspects in new text data. 

Make cluster predictions: Once the trained model is loaded, 
it can be used to make predictions on new, unseen data. This step 
involves feeding the input text data into the model to predict the 
specific clusters or categories of sentiment aspects. The output 
will indicate which sentiment cluster the text belongs to, such as 
"Poverty and Economic Inequality," "Health and Well-being," 
or other predefined clusters. 

G. Evaluation and Validation 

Evaluating the performance of the model using metrics such 
as accuracy, precision, recall, and F1-score. Steps: 

 Confusion Matrix : Analyzing the model's prediction 
errors. 

 Cross-validation: Performing cross-validation to ensure 
the model is not overfitting. 

IV. RESULT AND DISCUSSION 

A. Text Preprocessing 

The implementation of the algorithm in the methodology 
section is implemented using the Python programming language 
with the necessary libraries such as TensorFlow.Text 
Preprocessing: For as example, in the following text as data 
input: 'This program aims to reduce poverty and improve 
community welfare.' Steps: Tokenization (see Fig. 3), Breaking 
down the text into smaller units, such as words or phrases. Fig. 
4 shows text processing code. 
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Fig. 3. Tokenization code. 

output:  {'program': 1, 'aim': 2, 'reduce': 3, 'poverty': 4, 'improve': 5, 

'community': 6, 'welfare': 7} 

Punctuation Removal, Removing unnecessary punctuation marks.  

Output: ["This", "program", "aims", "to", " reduce", " poverty", " and", " 

improve", " community", "welfare"] 

Stop Words Removal, Removing common words that do not carry significant 
meaning, such as "and," "or," "is."  

Output: ["program", " aims", " reduce", " poverty", " improve", " community", 

“welfare”] 

Stemming or Lemmatization, Converting words to their base form. 

Output: ["program", "aim", "reduce", "poverty", "improve", 

"community",”welfare”] 

 
Fig. 4. Text Processing code. 

B. Feature Extraction 

Feature Extraction Using TF-IDF to represent text in a 
numerical format: Sequence Representation: The 
processed_text is converted into a sequence based on the word 
index. 

output: [[1, 2, 3, 4, 5, 6, 7]] 

Padded Sequence: The sequence is padded to the specified 
max_length of 100. Since the original sequence has only 7 
tokens, the rest are padded with zeros. 

output: [[1, 2, 3, 4, 5, 6, 7, 0, 0, 0, ..., 0]] 

C. Model Development Using CNN 

For each element of the sentiment aspect, including basic 

sentiment, tone, object and social problem clusters, the 

following are the settings for the function model.add(Dense(…, 

activation=’softmax’)): 

 Basic sentimen (Positive, Neutral, Negative) = 
model.add(Dense(3, activation=’softmax’)) 

 Tone sentimen (Support, Suggestion, Criticism, 
Complaint, Others) = model.add(Dense(5, 
activation=’softmax’)) 

 Object sentimen (Individual, Organization, Policy) = 
model.add(Dense(3, activation=’softmax’)) 

 Cluster sentimen (Poverty and Economic Inequality, 
Health and Well-being, Education and Literacy, 
Violence and Security, Environment and Social Life) = 
model.add(Dense(5, activation=’softmax’)) 

D. Model Training 

This Model Training have a two analysis, split the data and 
process the training model by training and validating the data. 
Split the data into training data and validation data (e.g., 80% for 
training and 20% for validation). Fig. 5 shows the training test 
code. 

 
Fig. 5. Training test code. 

Furthermore, The process of training the model using 
training and validation data. Fig. 6 shows the validation data 
code. 

 
Fig. 6. Validation data code. 

Moreover, Model Evaluation and Validation Using metrics 
such as Confusion Matrix, Precision, Recall, and F1-Score (see 
Fig. 7). 

 
Fig. 7. Confusion Matrix code. 

Furthermore, Result for each sentimen aspect among others 
Prediction of Object Sentiment Aspect Clusters. The model 
generates predictions of Object sentiment aspect clusters 
(Individuals, Organizations, Policies, Others) based on learned 
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patterns. Output: text: This program aims to reduce poverty and 
improve community welfare. Cluster/sentimen aspect 
Prediction: Policy. 

Evaluation Model: 

 Loss and Accuracy : Validation Loss: 0.4321 

 Validation Accuracy : 0.8725 

 Confusion Matrix  : 

[
120 10 5
12 110 8
3 7 115

] 

E. Classification Report Output 

In the Classification Report, Table I shows the results of 
Classification such as Precision, Recall, F1-Score, and Support, 
from the parameters Individual, Organization, Policy, Accuracy, 
Macro AVG, and Weighted AVG. 

TABLE I.  CLASSIFICATION REPORT OUTPUT 1 

Parameters 
Classification Parameters 

Precision Recall F1-Score Support 

Individuals 0.88 0.88 0.88 135 

Organization 0.86 0.82 0.84 130 

Policy 0.89 0.91 0.9 125 

Accuracy   0.87 390 

Macro AVG 0.87 0.87 0.87 390 

Weighted AVG 0.87 0.87 0.87 390 

Explanation of Table I: 

1) Precision: 

a) For individuals: 88% of predicted "Individual" cases 

were correct. 

b) For organization: 86% of predicted "Organization" 

cases were correct. 

c) For policy: 89% of predicted "Policy" cases were 

correct. 

2) Recall: 

a) For individuals: The model correctly identified 88% 

of all true "Individual" cases. 

b) For organization: The model correctly identified 82% 

of all true "Organization" cases. 

c) For policy: The model correctly identified 91% of all 

true "Policy" cases. 

3) F1-Score: 

a) For individuals: The F1-score is 0.88, indicating 

balanced precision and recall. 

b) For organization: The F1-score is 0.84, slightly lower 

due to the recall being lower than precision. 

c) For policy: The F1-score is 0.90, indicating strong 

performance in both precision and recall. 

4) Support:  The number of true instances for each category 

in the dataset. The model evaluated 135 instances for 

Individuals, 130 for Organization, and 125 for Policy. 

 Overall Performance: 

a) Accuracy: The overall accuracy of the model is 87%, 

meaning that 87% of all classifications were correct. 

b) Macro AVG (Macro Average): The unweighted mean 

of precision, recall, and F1-score across all categories, 

indicating how the model performs equally across categories. 

In this case, the scores for precision, recall, and F1-score are all 

0.87. 

c) Weighted AVG (Weighted Average): The average of 

precision, recall, and F1-score, weighted by the number of 

instances (support) in each class. The weighted averages are 

also 0.87, meaning the model maintains similar performance 

when taking into account the distribution of instances. 

 Summary: 

The classification report shows that the model performs well 
across all categories, with an overall accuracy of 87%. The 
Policy category has the best performance with a higher F1-score, 
while the Organization category has a slightly lower recall. 

F. Prediction of Tone Sentiment Aspect 

The model generates predictions of Tone sentiment aspect 
clusters (Support, Suggestion, Criticism, Complaint) based on 
learned patterns 

Output: Text: This program aims to reduce poverty 
and improve community welfare. 

Predicted Tone: Support 

Evaluation Model 

Loss and Accuracy: 

Validation Loss: 0.7241 

Validation Accuracy: 0.85245 

Confusion Matrix: 

[
 
 
 
 
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1]

 
 
 
 

 

Moreover, the Classification Report Output can be seen in 
Table II. 

TABLE II.  CLASSIFICATION REPORT OUTPUT 2 

Parameters 
Classification Parameters 

Precision Recall F1-Score Support 

Support 1.00 1.00 1.00 1 

Advice 1.00 1.00 1.00 1 

Critique 1.00 1.00 1.00 1 

Complaint 1.00 1.00 1.00 1 

More 1.00 1.00 1.00 1 
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Parameters 
Classification Parameters 

Precision Recall F1-Score Support 

Accuracy 1.00 1.00 1.00 5 

Macro AVG 1.00 1.00 1.00 5 

Weighted AVG 1.00 1.00 1.00 5 

Explanation of Table II: 

1) Precision: For Support, Advice, Critique, Complaint, 

and More, the precision is 1.00, indicating that all predictions 

made for each class were correct. 

2) Recall: For all categories, the recall is 1.00, meaning the 

model identified all true instances for each category perfectly. 

3) F1-Score: For all categories, the F1-score is 1.00, 

showing that the model performed perfectly across all classes. 

4) Support: Each category has a support of 1, meaning the 

model was tested with only one instance per class. 

 Overall Performance: 

a) Accuracy: The model achieved perfect accuracy, as all 

predictions made were correct. 

b) Macro AVG (Macro Average): The unweighted 

average of precision, recall, and F1-score across all classes. 

Since every class has perfect performance, the macro averages 

are all 1.00. 

c) Weighted AVG (Weighted Average): Similar to the 

macro average but weighted by the number of instances in each 

class. Given that each class has only one instance, the weighted 

average is also 1.00. 

 Summary: 

This classification report shows perfect model performance 
across all categories (Support, Advice, Critique, Complaint, and 
More) with an accuracy, precision, recall, and F1-score of 1.00. 
However, the very small dataset (only one instance per class) 
suggests that this result may not generalize well, as testing with 
more instances would provide a more realistic assessment of 
model performance. 

G. Prediction of Basic Sentiment Aspect 

The model generates predictions of basic sentiment aspect 
(Positive, Neutral, Negative) based on learned patterns (Fig. 8). 

 
Fig. 8. Prediction of basic sentiment aspect code. 

Output: 

Text: This program aims to reduce poverty and 

improve community welfare. 

Predicted Tone: Positive 

Evaluation Model: 

 Loss and Accuracy: 

Validation Loss: 0.7321 

Validation Accuracy: 0.88245 

 Confusion Matrix: 

[
2 0 0
0 1 0
0 0 1

] 

 Classification Report Output 

TABLE III.  CLASSIFICATION REPORT OUTPUT 3 

Parameters 
Classification Parameters 

Precision Recall F1-Score Support 

Negative 1.00 1.00 1.00 2 

Neutral 1.00 1.00 1.00 2 

Positive 1.00 1.00 1.00 1 

     

Accuracy   1.00 4 

Macro AVG 1.00 1.00 1.00 4 

Weighted AVG 1.00 1.00 1.00 4 

Explanation of Table III: 

1) Precision: For Negative, Neutral, and Positive, the 

precision is 1.00, meaning that all the predictions for each of 

these sentiment categories were accurate. 

2) Recall: For all three categories, the recall is 1.00, 

showing that the model identified all the true instances of 

Negative, Neutral, and Positive sentiments without missing any. 

3) F1-Score: Since both precision and recall are perfect 

(1.00) for each class, the F1-score is also 1.00 for all sentiment 

categories. 

4) Support: There were two instances for both Negative 

and Neutral, and 1 instance for Positive. 

 Overall Performance: 

a) Accuracy: The overall accuracy is 1.00, meaning the 

model made correct predictions for all 4 instances in the test 

dataset. 

b) Macro AVG (Macro Average): This is the unweighted 

average of precision, recall, and F1-score across all sentiment 

classes. Since every class has perfect scores, the macro average 

is 1.00. 

c) Weighted AVG (Weighted Average): This is the 

weighted average of precision, recall, and F1-score, taking into 

account the number of instances in each class. As all classes 

have a perfect performance, the weighted average is also 1.00. 

 Summary: 

This classification report reflects perfect model performance 
for all three sentiment classes (Negative, Neutral, and Positive). 
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The model achieved an accuracy, precision, recall, and F1-score 
of 1.00 across the board. 

V. CONCLUSION 

The Confusion Matrix shows that the model has good 
performance, with an overall accuracy of around 88.46%. The 
precision, recall, and F1-score for each class are also quite high, 
indicating that the model can effectively classify text into the 
categories of Individual, Organization, or Policy. These results 
demonstrate that the trained CNN model is quite effective in 
recognizing sentiment aspect patterns in the text. Additionally, 
the validation loss and accuracy metrics further support the 
effectiveness of the model. For the implementation of the CNN 
model on basic sentiment analysis, the validation loss is 0.7321, 
with an accuracy of 0.8825. Meanwhile, for the implementation 
on Tone Sentiment Aspect, the validation loss is 0.7241, and the 
accuracy is 0.8524.  These findings emphasize that building a 
CNN model for sentiment prediction from the perspectives of 
basic sentiment, object, tone, and social cluster yields good 
results and proves to be effective in enhancing the sentiment 
analysis process. This capability makes the CNN model a 
valuable tool in accurately identifying and classifying various 
sentiment aspects, thus supporting comprehensive sentiment 
analysis across different contexts. The findings are expected to 
assist the government in formulating policies that are more 
effective and responsive to society's needs, by providing a 
deeper understanding of public sentiment. This enhanced 
capability for accurately identifying and classifying various 
sentiment aspects enables policymakers to better gauge the 
opinions and concerns of the public, thereby allowing for more 
targeted and informed decision-making. 

As additional data that all applications or Implementation on 
web scraper applications can be accessed on the following web 
pages on Fig. 9: 

A. Testing 1 

News URL:  

https://edition.cnn.com/2024/08/28/climate/namibia-kill-
elephants-meat-drought/index.html 

 
Fig. 9. URL input view for web scraping. 

Testing Evaluation 

a) Data sets result: This section presents the results of 

applying the text processing algorithm in Fig. 3 and Fig. 4, 

specifically for Punctuation Removal, which involves 

removing unnecessary punctuation marks. The Fig. 10 

represented the dataset output is in JSON format and is 

displayed on the web for testing 1. 

 

Fig. 10. The dataset output is in JSON format for testing 1. 

b) Outcomes analysis result: 

 

 

Fig. 11. Sentiment analysis results for testing 1. 

The sentiment analysis and clustering of topics which is 
shown on Fig. 11 are accurately aligned with the context of the 
news. The issues surrounding #NamibiaDrought, 
#WildlifeCulling, #FoodSecurity, #HumanWildlifeConflict, 
and #EnvironmentalEthics are appropriately categorized under 
the clusters Poverty and Economic Inequality and Environment 
and Social Life, reflecting both the social and environmental 
dimensions of the situation in Namibia. 

The sentiment analysis also correctly reflects the 
perspectives of different stakeholders: 

1. Namibia Ministry of Environment, Forestry, and Tourism 
is assessed with a Neutral sentiment and Support tone, as the 
policy of culling animals to address food insecurity is seen as a 
practical measure. 

2. Local communities impacted by drought are viewed 
positively, with a Support tone, as they benefit from the 
distribution of meat, an individual-level impact. 

3. Environmental activists, expressing concern over the 
ethical and sustainability aspects of the culling policy, are 
assigned a Negative sentiment with a Criticism tone, correctly 
representing opposition to the policy. 

https://edition.cnn.com/2024/08/28/climate/namibia-kill-elephants-meat-drought/index.html
https://edition.cnn.com/2024/08/28/climate/namibia-kill-elephants-meat-drought/index.html
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This analysis appropriately captures the nuanced reactions to 
the situation in Namibia. 

B. Testing 2 

News URL 

https://www.bbc.com/news/articles/c97w1x2deyvo 

1) Data sets result: The Fig. 12 represented the dataset 

output is in JSON format and is displayed on the web for testing 

2. 

 
Fig. 12. The dataset output is in JSON format for testing 2. 

2) Outcomes analysis result: 

 

 

Fig. 13. Sentiment analysis results for testing 2. 

The sentiment analysis and clustering of topics which is 
shown on Fig. 13 are accurately aligned with the context of the 
news, reflecting the key issues surrounding #VisaFraud, 
#StudentExploitation, #UKImmigration, #CommunitySupport, 
and #GovernmentPolicy in the United Kingdom. The topics are 
correctly categorized under the clusters Poverty and Economic 
Inequality and Health and Welfare, as they pertain to the 
financial exploitation of students and the efforts to provide 
community support. 

The sentiment analysis is well-suited to the context: 

1. Taimoor Raza, who sold fraudulent visa documents to 
students, is appropriately assessed with a Negative sentiment 
and a Criticism tone, as his actions resulted in harm to 
individuals. 

2. The students, who suffered financial loss and visa 
rejection due to the scam, are given a Negative sentiment with a 
Complaint tone, representing their victimization and 
dissatisfaction. 

3. Monty Singh and the Sikh Advice Centre, who supported 
the victims by helping them recover their money and raising 
awareness about the fraud, are appropriately assigned a Positive 
sentiment and Support tone, highlighting their positive role in 
addressing the situation. 

This analysis effectively captures the different perspectives 
and reactions to the fraudulent visa scheme. 

C. Testing 3 

News URL:  

https://www.bbc.com/news/articles/cze5x793569o 

1) Data sets result: Fig. 14 represents the dataset output 

is in JSON format and is displayed on the web for testing 3. 

 
Fig. 14. The dataset output is in JSON format for testing 3. 

2) Outcomes analysis result: The sentiment analysis and 

clustering for the topics of #IsraelProtests, #HostageCrisis, 

#GovernmentAccountability, #PublicOutcry, and 

#GeneralStrike which is shown on Fig. 15 are highly 

appropriate, reflecting the Violence and Security cluster in the 

context of ongoing protests and government responses in Israel. 

The sentiment analysis aligns well with the specific subjects: 

1. Eli Shtivi, whose son is held hostage, expresses urgency 
and criticism toward government policy. The Negative 
sentiment and Criticism tone are fitting, given his frustration 
over the lack of action. 

2. Naama Lazimi, a lawmaker injured in the protests, adopts 
a Neutral sentiment with a Suggestion tone as she reflects on the 
significance of the protests while questioning future 
governmental actions, making the sentiment and tone 
assessment appropriate. 

3. Arnon Bar-David, advocating for a general strike, displays 
Positive sentiment and Support for government policy reform, 
focusing on pressuring the government into negotiations. This 
reflects the proactive and supportive stance towards achieving a 
resolution. 

https://www.bbc.com/news/articles/c97w1x2deyvo
https://www.bbc.com/news/articles/cze5x793569o
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Fig. 15. Sentiment analysis results for testing 3. 

Overall, the clustering and sentiment analysis accurately 
capture the complexity of the emotions and actions tied to the 
protests and government accountability, making it consistent 
with the context of the news 
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