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Abstract—From an evolutionary perspective, sexual 

dimorphism has been linked to perceived attractiveness, with 

masculine traits preferred in men and feminine traits in women. 

Moreover, symmetry is a strong predictor of facial attractiveness 

across both sexes. Recent advancements in the field of artificial 

intelligence have enabled algorithms to accurately predict facial 

attractiveness. This study aims to investigate whether these 

algorithms accurately replicate human judgments of 

attractiveness. We hypothesized that sexually dimorphic 

manipulations (masculinized men and feminized women) (H1), as 

well as symmetrized versions (H2), would elicit higher 

attractiveness ratings from a facial beauty prediction algorithm. 

Employing transfer learning, we trained six deep-learning 

models using four facial databases with attractiveness ratings (n 

= 6848). The top-performing model, VGG-19, demonstrated a 

high prediction correlation of .86 on the test set. Surprisingly, 

our findings revealed an interaction effect between sex and 

sexual dimorphism. Feminized versions of both men’s and 

women’s faces obtained higher attractiveness ratings than their 

masculinized counterparts. For symmetry, our results indicated 

that symmetrized faces were perceived as more attractive, albeit 

exclusively among women. These findings offer novel insights 

into the understanding of facial attractiveness from both 

algorithmic and human behavioral perspectives. 
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I. INTRODUCTION 

What makes a pretty face? The study of facial 
attractiveness is a multidisciplinary field that draws on 
knowledge from diverse disciplines, such as psychology, 
sociology, anthropology, and computer science [1-3]. 
Researchers in these disciplines employ diverse methods and 
approaches to explore the factors that contribute to facial 
attractiveness and its impact on social interactions and 
relationships. 

In psychology, researchers investigate how people 
perceive and evaluate facial attractiveness, as well as the 
cognitive and neural mechanisms underlying this process [3]. 
They also explore the relationship between facial 
attractiveness and social cognition, such as the formation of 
impressions and romantic relationships [4-5]. Studies have 
shown that humans prefer associating with, dating, and mating 
with individuals considered facially attractive [6-8]. 
Additionally, attractive people tend to be perceived as more 
successful, enjoyable, and intelligent than unattractive people 
[4]. Specifically, research on human preferences for sexually 

dimorphic faces has garnered significant attention [9-10]. 
Sexual dimorphism in facial attractiveness refers to the 
physical differences in facial features that are considered more 
attractive in men and women. These differences in facial 
attractiveness are thought to be influenced by both 
evolutionary and cultural factors [see [11] for a comparison 
across five populations]. 

In sociology and anthropology, researchers explore how 
facial attractiveness and sexual dimorphism are related to 
cultural norms and values and how they shape social 
interactions regarding social status, power, and privilege [1]. 
Cross-cultural studies suggest a high consensus in facial 
attractiveness judgments across different populations [12-13]. 
However, research also indicates that cultural factors can 
shape perceptions of facial attractiveness, with different 
societies having distinct standards for what is considered 
attractive [14]. 

In computer science, computer vision researchers study 
how to create algorithms and models to predict facial 
attractiveness [2]. Explaining the functioning of deep learning 
models has recently gathered increasing attention from 
researchers and the wider public, including regulators and 
politicians [15-16]. While attractiveness prediction is of great 
use for the human-computer interaction field, it also raises 
significant moral and ethical questions. One of the primary 
concerns is whether beauty prediction algorithms reveal 
human-like psychophysical biases [17-18]. The study in [17] 
found that machine judgments of attractiveness displayed a 
preference for averaged faces and symmetrical faces, 
mirroring human judgments of attractiveness [19-20]. 
Additionally, the prediction of facial attractiveness holds 
clinical significance, particularly in the realm of plastic 
surgery [21-23]. To gain a comprehensive understanding of 
the complex issue of facial attractiveness, advancements in 
facial beauty prediction algorithms offer valuable insights. 
Furthermore, incorporating input from cognitive scientists in 
experimental design can enhance our understanding, 
especially in uncovering the decision-making processes 
behind algorithmic outputs. 

A. Sexual Dimorphism and Attractiveness 

From an evolutionary standpoint, males and females have 
evolved unique differences in their secondary sexual 
characteristics over time [24]. The development of more 
pronounced sexual dimorphic phenotypes – feminine traits for 
women and masculine traits for men – is considered attractive 
[9, 25], because it implies the inheritance of advantageous 
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genes favorable to offspring survival or reproductive success 
[26-27]. 

Evolutionary theories suggest that preferences for sexually 
dimorphic traits are associated with specific mating functions. 
For example, men may possess facial characteristics to 
indicate strength and dominance, such as an enlarged brow 
ridge, a thicker jawline, and a wider face [28]. Dominant men 
are considered more attractive by women [29-30], as they 
often achieve higher social status, thereby enhancing their 
capacity to provide essential resources for reproduction [31]. 
Additionally, masculinity is desirable as it signals higher 
testosterone levels [14, 32]. Since testosterone is 
immunosuppressive, compromising the body’s ability to fight 
infections [33], only men with high genetic quality and robust 
immune systems can afford to invest in secondary sexual traits 
[34-35]. Therefore, men with more masculine traits are often 
perceived as healthier [36-37], and more attractive to potential 
mates [38-40]. 

Conversely, women may signal youth and fertility [41]. 
Feminine facial traits, such as a smaller jawline and a 
narrower face [26], indicate higher levels of estrogen, which 
correlate with superior reproductive qualities [42] and mating 
desirability [9, 25]. For instance, research has shown that both 
men and women rated photographs of women’s faces captured 
during the fertile window of the menstrual cycle (late 
follicular) as more appealing compared to photographs taken 
during the non-fertile (luteal) phase [43]. Similarly, [44] 
explored the impact of facial shape transformations towards 
late follicular and luteal prototypes on male perceptions of 
attractiveness. Their findings revealed a distinct preference for 
faces resembling the late follicular phase, suggesting that 
subtle shape differences can sway men’s preferences 
depending on a woman’s menstrual cycle phase. During the 
late follicular period, a peak of estrogen and luteinizing 
hormone (LH) leads to ovulation and is followed by a rise in 
progesterone in the luteal phase [45-47]. This increased 
attractiveness may serve as an adaptive mechanism to enhance 
a female’s perceived value in the mating pool during the phase 
of the cycle when the likelihood of conception is at its peak 
[43]. Ultimately, the preference for women’s feminine facial 
features remains robust across the literature [10, 48-52]. 

B. Algorithms and Attractiveness 

Early approaches to quantifying facial attractiveness were 
grounded in the notion that specific ratios and proportions of 
facial features are more appealing [17, 53-54] For example, 
the “golden ratio” or “phi” (1.618) has been used to measure 
facial proportions and attractiveness [56]. The idea is that if 
specific facial ratios, such as the distance between the eyes 
and the distance between the mouth and eyes, conform to phi, 
the face is more attractive. However, contemporary computer-
based methods, including machine learning and deep learning 
algorithms, have shown more promising outcomes. 

Machine learning offers a method that can be used to 
predict facial attractiveness by analyzing patterns in 
predefined facial features known to be associated with 
attractiveness [17, 53-54]. These models assess multiple hand-
crafted features, such as symmetry, geometric ratios, and 
distances between landmarks. Another approach uses deep 

learning algorithms, such as Convolutional Neural Networks 
(CNNs), which also predict facial attractiveness. One 
advantage of CNNs is that they do not require pre-defined 
facial attributes, as they can extract useful features directly 
from raw images. Consequently, these models have achieved a 
relatively high correlation with the actual judgments of 
attractiveness [56-58]. 

Furthermore, leveraging transfer learning eliminates the 
need to develop an algorithm from the ground up, as it allows 
for the use of pre-existing models trained on large datasets, 
such as architectures from the Visual Geometry Group 
Network (VGG; [59]) or residual networks (ResNet) ([60]). 
Although these models were initially designed for image 
classification tasks, they can be fine-tuned for facial beauty 
prediction [61-63]. The fine-tuning process involves adjusting 
the model’s parameters to better fit the new task, typically by 
training the final layers of the model on the new dataset. Once 
the model is fine-tuned, it can predict the attractiveness of new 
facial images. This approach has been widely used in 
attractiveness prediction tasks as it saves computational time 
and resources while improving performance [61-63]. 

The benchmark for training and evaluating facial beauty 
prediction algorithms is the SCUT-FBP5500 [64], with 
cutting-edge models achieving a Pearson correlation of .93 
with human judgments of attractiveness [57]. However, 
despite the large number of images (n = 5500), attractiveness 
ratings were performed only by Asian raters. Therefore, this 
could be a potential limitation for generalizing the beauty 
prediction algorithms. Additionally, the high accuracy 
observed could be attributed to greater internal consistency in 
attractiveness judgments within the Asian population [10]. 

C. The Present Study 

Despite significant advancements in facial beauty 
prediction algorithms, a gap remains in the literature regarding 
how these algorithms make their decisions. The main 
objective of this study is to investigate whether beauty 
prediction algorithms replicate human biases toward sexually 
dimorphic facial traits. We hypothesize that sexually 
dimorphic versions of male (masculinized) and female 
(feminized) facial images will be perceived as more attractive 
(H1). Moreover, we will manipulate symmetry, which is a 
well-established predictor of facial attractiveness [19,65-67]. 
We expect that symmetrized facial images of both men and 
women will be rated as more attractive (H2). Our secondary 
aim is to provide a benchmark for facial attractiveness 
prediction using multiple databases. This novel approach aims 
to enhance our understanding of how facial beauty prediction 
algorithms assess attractiveness and whether they support the 
sexual dimorphism and symmetry hypotheses. 

II. METHOD 

A. Materials 

1) Databases: For the transfer learning phase, four 

databases were used: SCUT-FBP5500 [64]; Chicago Face 

Database (CFD) [68]; Karolinska Directed Emotional Faces 

(KDEF) [69]; and FACES [70], resulting in a total of 6,848 

images. Attractiveness ratings across all datasets were 
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normalized to a scale from 0 to 1. An additional database, the 

Face Research Lab London (FRL-London; [71]), was used to 

create sexually dimorphic and symmetrized versions of faces, 

which were then evaluated for facial attractiveness by the 

trained model. Following common preprocessing practices for 

image data in deep learning tasks [59-60] pixel values were 

rescaled to the range of (0, 1) by dividing each pixel intensity 

value by 255. This normalization step ensures that the input 

features are appropriately scaled and facilitates efficient 

training of machine learning models, particularly neural 

networks, by mitigating issues such as vanishing or exploding 

gradients [72-73].  

 The SCUT-FBP5500 [64] dataset consists of 5500 frontal 
face images, including 2000 Asian females, 2000 Asian males, 
750 Caucasian females, and 750 Caucasian males. Most of the 
faces have neutral expressions and simple backgrounds. The 
faces in the dataset were labeled with attractiveness ratings 
from 1 to 5 by 60 Asian raters aged 15 to 60. 

The Chicago Face Database (CFD) [68] consists of 970 
facial images displaying neutral, happy, threatening, and 
fearful expressions. The 158 volunteers who photographed 
included 37 Black males, 48 Black females, 36 White males, 
and 37 White females, ranging in age from 18 to 40 years. A 
sample of 1,087 raters made subjective ratings of the image’s 
attractiveness on a 1–7 Likert scale, with each subject rating 
only 15 faces. Participants included 552 females, 308 males, 
and 227 who preferred not to disclose their gender, with an 
average age of 26.75 (SDage = 10.54). They came from diverse 
racial backgrounds: 516 White, 117 Asian, 74 Black, 72 
biracial or multiracial, 57 Latino, 18 other, and 233 who did 
not report their race. 

The Karolinska Directed Emotional Faces (KDEF) [69] is 
one of the most widely used databases of human facial 
expressions. [74] presented subjective attractiveness ratings 
for a subset of 210 pictures from 70 Caucasian amateur actors 
(35 women and 35 men, aged between 20 and 30 years) with 
different facial expressions: angry, happy, and neutral. The 
sample of raters included 155 students from Portuguese 
universities (83.20% female; Mage = 23.73; SDage = 7.24). 
Each participant rated the facial attractiveness of 36 pictures 
on a 1-7 Likert scale. 

The FACES [70] is a set of facial images from 171 women 
and men categorized into three age groups: young (n = 58; age 
range: 19–31; Mage = 24.3; SDage = 3.5), middle-aged (n = 56; 
age range: 39-55; Mage = 49.0; SDage = 3.9), and older (n = 57; 
age range: 69-80; Mage = 73.2; SDage = 2.8). Each individual 
displays six facial expressions: neutrality, sadness, disgust, 
fear, anger, and happiness, resulting in a total of 1026 pictures. 
Facial attractiveness evaluations were performed by 154 
raters, all of whom were Caucasian and German. Each 
participant was randomly assigned to either set A or set B, 
which consisted of identical pictures of the same subjects and 
facial expressions, with only minor differences (e.g., head 
inclination angle). For the present work, only set A was 
considered. Each image was rated by a minimum of 8 and a 
maximum of 14 raters per age group by gender. Therefore, six 
attractiveness ratings were provided in the metadata of the 

original work. In our case, we used the average of these 
ratings on a scale from 1 to 100. 

The Face Research Lab London (FRL-London) was 
chosen for the sexual dimorphic transformations [71], which 
consists of 102 neutral front faces (male = 52; female = 50; 
Mage = 26.9; SDage = 7.07) from different ethnicities (69 
White, 13 Black, and 20 Asian). We used only 100 photos 
from this database due to problems manipulating two male 
images (codes 005_03 Asian and 114_03 Black), resulting in 
an equal number of male and female facial images. This 
dataset included pre-delineated face shape templates of 189 
coordinates for each image. Attractiveness ratings (on a 1-7 
scale) were made by 2,513 people (age range: 17-90). 

2) Algorithms: A set of six facial recognition models was 

used to determine which of these models would be the most 

adequate for facial attractiveness prediction. The selected 

models were: InceptionResNetV2 [75], MobileNetV2 [76], 

EfficientNetV2B0 [77], ResNet50 [60], Xception [78], and 

VGG-19 [59]. 

B. Procedure 

The procedure was divided into three phases. Initially, we 
employed a transfer learning methodology across a range of 
models, followed by fine-tuning the one that yielded the most 
favorable results. In the second phase, we applied sexual 
dimorphic and symmetrical transformations of the images 
from the FRL-London dataset for further evaluation. Finally, 
we utilized the fine-tuned model to predict the facial 
attractiveness of the original, sexually dimorphic, and 
symmetrized versions of both female and male facial photos. 

1) Transfer learning: We selected a set of six commonly 

used architectures with pre-trained weights for image 

classification problems from the Keras Applications Module: 

tf.keras.applications [79]. Then, we applied transfer learning 

to each model to predict facial attractiveness, similar to 

previous studies [61-63]). This involved freezing all layers 

except the last one, and transforming the initial classification 

problem into a regression problem by incorporating a final 

dense layer. 

The models were trained for 100 epochs with patience set 
to 30 epochs, using the Adam optimizer with a learning rate of 
0.001 and weight decay of 0.004. Adam is an “algorithm for 
first-order gradient-based optimization of stochastic objective 
functions, based on adaptive estimates of lower-order 
moments” [80]. A train/validation/test split of 60/20/20 size 
was used, resulting in 4110/1369/1369 images for the 
corresponding set. The model with the best results was the 
VGG-19 with a Pearson’s correlation of .76 (RMSE = 0.094; 
MAE = 0.07). 

The VGG-19 belongs to a series of deep neural networks 
from the Visual Geometry Group Network (VGG), also 
including VGG-11, VGG-13, and VGG-16 ([59]). These 
networks share their structure by having several blocks of 
convolutional layers connected to a final block consisted of 
three fully connected layers. The VGGNet has been trained on 
over one million images in 1000 classes [59]. Specifically, 
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VGG-19 has five blocks of convolution layers and one last 
block of three fully connected layers. A 3x3 Max Pooling 
layer connects all blocks. The first (size 64x64x64) and 
second (size 128x128x128) blocks have two convolutional 
layers, while the third (size 256x256x256), fourth (size 
512x512x512) and fifth (size 512x512x512) blocks have four 
convolutional layers. Since VGG-19 showed the best 
performance for predicting facial attractiveness compared to 
the other architectures, we fine-tuned this model. 

Therefore, we unfroze the 3-fully connected layers, 
whereas in the previous phase only the last regression layer 
was trainable. We used the same hyperparameters and 
train/validation/test sets. The model’s performance on the test 
set increased from a Pearson’s correlation of .76 to .84 (RMSE 
= 0.12; MAE = 0.10). Finally, we fine-tuned the model with 
the best parameters by unfreezing all the model’s layers. We 
set the training for 10 epochs (patience of 5), using Adam 
optimizer with a learning rate of 0.00001 and weight decay of 
0.004, to prevent overfitting [see [81] for a revision on 
hyperparameter optimization for fine-tuning]. A final 
correlation of .86 (p < .001) was achieved between the 
model’s predictions and the test set (RMSE = 0.10; MAE = 
0.08). 

2) Image preprocessing: To achieve sexual dimorphic and 

symmetric transformations, we used the FRL-London [71] 

database. All image manipulations were performed using 

computer vision techniques provided by the Psychomorph 

software [82] and its web-based version, WebMorph [83]. 

Following previous research [52, 84-85], sexually dimorphic 

versions of each image were created using a 50% spatial linear 

transformation towards either a female avatar (feminized 

version) or a male avatar (masculinized version). The avatars 

(average faces) were generated by averaging 30 male faces 

(male avatar) and 30 female faces (female avatar). Additional 

information regarding theses methods can be found in [86]. 

Symmetrized versions of both the original and manipulated 

photos (feminized and masculinized faces) were created by 

mirror reversing the image and then combining one side of the 

original non-symmetrized photo with the opposite side of the 

reversed photo [67, 87]. 

3) Data analysis: The algorithm’s prediction of 

attractiveness was used as the dependent variable in a linear 

mixed-effects model (LME) with three fixed main effects: 

sexual dimorphism manipulation (masculinized/feminized), 

symmetry (original/symmetric), and sex (male/female), along 

with the three-way interaction term. The photo’s code was 

included as a random factor with varying intercepts to account 

for individual differences in attractiveness, as the model 

predicted attractiveness for multiple versions (sexually 

dimorphic and symmetric transformations) of the same 

individual [see [88] for a detailed explanation on LME 

models]. A post-hoc analysis using Bonferroni adjustment was 

performed for the observed significant effects. All statistical 

analyses were conducted using R Statistical Software (v4.3.1; 

[89]) using lme4 (v.1.1.34; [90]) and ggplot2 (v.3.4.4.9000; 

[91]) for plotting. The data and reproducible code are publicly 

available at [92]. 

III. RESULTS 

The LME (estimated using REML) was composed of both 
main effects (sexual dimorphism manipulation, symmetry, and 
sex) and its three-way interaction term (Fig. 1). The model 
included the image’s code as a random factor. The model’s 
total explanatory power was substantial (conditional R2 = .93), 
and the part related to the fixed effects alone (marginal R2) 
was equal to .33. The model showed a statistically significant 
main effect of sexual dimorphism, F(2, 490) = 64.02, p < .001, 
symmetry, F(2, 490) = 32.07, p < .001, and sex, F(1,98) = 
49.74, p < .001. For the interaction terms, the two-way 
interaction of sexual dimorphism by symmetry manipulation 
was shown to be statistically significant, F(2,490) = 5.40, p = 
.005, while the two-way interaction of sexual dimorphism and 
sex, F(2,490) = 2.73, p = .066, or the triple interaction of 
sexual dimorphism*symmetry*sex, F(2,490) = 0.91, p = .40, 
showed no significant results. 

Post-hoc analysis using Bonferroni correction showed that 
feminized faces were rated as more attractive for both male 
and female images (H1). In the non-symmetric condition, 
feminized females were judged as more attractive than 
masculinized females, t(490) = 4.41, p < .001, 95% CI [0.01, 
0.02], d = 0.88, as well as in the symmetric condition, t(490) = 
5.44, p < .001, 95% CI [0.01  0.02], d = 1.09. Also, feminized 
males in the non-symmetric condition were rated as more 
attractive than masculinized ones, t(490) = 5.47, p < .001, 
95% CI [0.01, 0.02], d = 1.09, as well as in the symmetric 
condition, t(490) = 6.34, p < .001, 95% CI [0.01  0.03], d = 
1.27. Additionally, feminized manipulations were perceived as 
more attractive than the original faces for all conditions, 
except for females in the non-symmetrized version, t(490) = 
0.77, p = 1, 95% CI [-0.01, 0.01], d = 0.15. Similarly, no 
differences were found between the masculinized versions and 
the original faces, except for that condition in which 
masculinized female photos were judged as less attractive than 
the original ones in the non-symmetrized versions, t(490) = -
3.64, p = .007, 95% CI[-0.02, -0.01], d = -0.73. 

For the symmetry main effect that was observed (H2), 
post-hocs revelated that symmetrized versions were only more 
attractive for feminized female faces, t(490) = 4.43, p < .001, 
95% CI [-0.02, -0.01], d = 0.89, and masculinized female 
faces t(490) = -3.41, p = .02, 95% CI [-0.02, -0.01], d = 0.58, 
in comparison with the non-symmetrized ones. No differences 
were observed for males or between original photos. 

Finally, supporting the sex main effect, in the non-
symmetrized condition, feminized females were perceived as 
more attractive than feminized males, t(118) = 6.12, p < .001, 
95% CI [0.03, -0.08], d = 3.71, with the same occurring for 
masculinized versions, t(118) = 6.47, p < .001, 95% CI [0.03, 
0.08], d = 3.92, and original faces, t(118) = 7.28, p < .001, 
95% CI [0.04, 0.09], d = 4.42. In the symmetrized condition, 
the same pattern was found, with feminized female photos 
being rated as more attractive than feminized male photos, 
t(118) = 6.61, p < .001, 95% CI [0.03, 0.08], d = 4.01, as well 
as masculinized versions, t(118) = 6.90, p < .001, 95% CI 
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[0.03, -0.09], d = 4.19, and original ones, t(118) = 6.98, p < 
.001, 95% CI [0.03, 0.09], d = 4.23. 

 
Fig. 1. The attractiveness ratings of VGG-19. 

IV. DISCUSSION 

The main aim of the present study was to investigate 
whether beauty prediction algorithms replicate human 
judgments concerning facial sexually dimorphic traits. We 
hypothesized that sexually dimorphic versions of male 
(masculinized) and female (feminized) facial pictures would 
be rated as more attractive (H1). Also, we expected that 
symmetrized versions of both male and female facial pictures 
would be perceived as more attractive (H2). Additionally, we 
aimed to provide a benchmark for facial attractiveness 
prediction using multiple databases. 

The fine-tuned model was used to predict the 
attractiveness of symmetrized and non-symmetrized versions 
of masculinized, feminized, and original frontal facial images 
with neutral expressions from the FRL-London database. 
Surprisingly, our results showed that feminized manipulations 
were rated as more attractive compared to the masculinized 
versions for both male and female faces. Thus, we partially 
confirmed our first hypothesis (H1), as we expected a sexual 
dimorphism main effect, with feminized versions being 
preferred for females, but not for males. Moreover, despite the 
observed main effect of symmetry, post-hoc analyses 
suggested that symmetry increased facial attractiveness 
specifically for feminized and masculinized versions of female 
faces. Thus, the data also partially supported our second 
hypothesis (H2). Additionally, across all conditions, females 
were consistently rated as more attractive than males. 

We achieved a Pearson correlation of .86 with the fine-
tuned VGG-19 on the test set across four databases. Although 
slightly lower than state-of-the-art results (e.g., [57] with r = 
.93), our approach addresses a key limitation by reducing bias 
from relying solely on the SCUT-FBP5500 dataset. This 
offers a valuable benchmark for facial beauty prediction, 
encouraging future research to explore and improve on these 
findings. 

A. Theoretical Implications 

Firstly, our work contributes to understanding how facial 
beauty prediction algorithms make decisions. The consistent 
overall preference for feminine facial traits suggests that 
beauty prediction algorithms can implicitly learn human 

attractiveness preferences, like [17] findings. More recently, 
[18], using the VGG architecture, showed that DNNs use 
putative ratios (e.g., golden ratio) as essential attributes for 
predicting facial attractiveness, akin to human judgments. This 
convergence between algorithmic and human judgments 
underscores the complex interplay between facial features, 
attractiveness perception, and evolutionary pressures. Further 
investigation into the mechanisms underlying both facial 
attractiveness prediction and sexual dimorphism is therefore 
warranted. 

1) Sexual dimorphism: Regarding our first hypothesis 

(H1), and despite our initial assumptions, feminized versions 

of both male and female faces were rated as more attractive. 

The preference for femininity in women is well-supported in 

the existing body of literature [10, 48, 50, 93-94]. However, 

there are mixed findings concerning the effect of sexual 

dimorphism on male attractiveness. Some research reports a 

stronger preference for more masculine male faces [95-100], 

while other studies suggest a preference for more feminine 

faces [10,37,97,101-104], or report no differences between 

masculinized and feminized versions of male faces [50,105-

106]. 

A possible explanation for these diverse findings may be 
associated with the level of attractiveness from both the rater 
and the photo. For instance, [107] found that when judging 
attractive faces, both male and female participants favored 
masculine male faces over feminine ones. Conversely, in the 
less attractive condition, they preferred feminine male faces to 
masculine ones. Furthermore, [108] found that women’s 
preferences for femininity in men’s faces decreased after 
viewing images of highly attractive men. Since the predicted 
attractiveness in our results may be considered average, this 
could explain the lack of preference for masculinity. 
Moreover, there is an increased preference for masculinity 
among women who perceive themselves as attractive [102]. 
Furthermore, women perceived as having relatively low facial 
attractiveness by others, showed a preference for more 
“feminine” male faces when selecting partners for long-term 
relationships compared to short-term relationships [85]. 

Furthermore, enhancing masculine facial features may 
increase perceptions of dominance and negative attributes, 
such as coldness or dishonesty [10]. These aspects are 
considered significant by women within the context of 
relationships and paternal investment [10]. Subsequent 
research has unveiled that women prefer less masculine male 
faces in long-term relationships under specific conditions of 
environmental harshness, such as resource scarcity or elevated 
stress levels [39,109]. These findings align with the notion 
that men with more favorable genes (higher testosterone 
levels) invest less in the relationship, as they can afford to 
choose their mate [109]. 

However, it is important to note that this aspect remains 
ambiguous within the existing body of literature. In a recent 
study, women exhibited a preference for masculinized faces 
over feminized ones [100]. Notably, this preference for 
masculine male faces was more pronounced when assessing 
potential co-parenting partners compared to short-term 
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relationships [100]. Supporting these findings, [110] 
demonstrated that facial attractiveness, instead of facial 
masculinity influenced perceptions of paternal involvement. 

Finally, hormonal changes occurring during the menstrual 
cycle may alter women’s preference for sexually dimorphic 
cues. In women, the preference for masculinity is higher 
during the late follicular phase of the menstrual cycle (when 
fertility is high and progesterone level low) [111]. Similarly, 
[112] found that women tend to prefer masculinity in male 
faces around ovulation, while they prefer feminized male 
faces during the rest of the cycle. This likely indicates a 
balanced trade-off between the attraction to males who appear 
to ensure reproductive success and males who are perceived as 
capable and nurturing fathers. 

2) Symmetry: Concerning our second hypothesis (H2), our 

results showed that the facial beauty prediction algorithm 

found symmetrized faces more attractive, but only for sexually 

dimorphic versions of female faces. Similar to our findings, 

machine learning models trained to predict facial 

attractiveness based on geometric facial features have been 

found to implicitly learn human psychophysical biases 

towards symmetric faces [53,113]. However, it is important to 

note that the specific characteristics that make symmetric 

faces more attractive, independent of their symmetry, are not 

definitively defined. 

Since our results showed a preference for symmetric sex-
dimorphic traits exclusively in female faces, insights from 
prior studies [97,114] suggesting an intercorrelation between 
symmetry and sexual dimorphism may shed light on why 
symmetrized male faces were not found more attractive than 
non-symmetrized versions. In a cross-cultural study, perceived 
sexual dimorphism demonstrated a correlation with symmetry 
measurements [97]. Additionally, research found that 
women’s preferences for symmetry were positively correlated 
with preferences for masculinity in male faces and that men’s 
preferences for symmetry were positively correlated with 
preferences for femininity in female faces [97]. Furthermore, 
[115] found that facial symmetry was associated with 
masculine facial cues in males, such as increased lower face 
length and cheekbone prominence [32,116]. Symmetry could 
potentially enhance the perception of masculinity or be 
interpreted by the algorithm as a cue of masculinity in male 
faces, which might explain why the effect was observed only 
for female faces. 

Despite the critical role of symmetry in the perception of 
attractiveness, evidence suggests that sexual dimorphic cues 
may be more influential than symmetry in attractiveness 
evaluations, which supports our findings. For instance, [117] 
found that participants focused more on sexual dimorphic cues 
than on symmetry when selecting a partner for a romantic 
relationship. Furthermore, [118] altered symmetry within a 
face while keeping the mean size of facial features constant, 
revealing that symmetric faces were perceived as less 
attractive. Additionally, [119] found that symmetry enhances 
facial attractiveness by increasing perceived normality, 
suggesting that attractiveness perception may involve 
additional inferences about a face. Likewise, using a random 

forest machine learning algorithm to predict facial 
attractiveness, [20] found that shape averageness, dimorphism, 
and skin texture symmetry emerged as valuable features 
capable of yielding relatively precise predictions. However, it 
was observed that shape symmetry did not contribute 
significantly to the predictive accuracy. 

3) Sex: Our findings indicate that the facial beauty 

prediction algorithm rated women as more attractive than 

men. This observation aligns with previous research that 

utilized neural networks with facial landmarks as input data 

[120], as well as studies based on human assessments of 

attractiveness [121-122]. Considering the sex effect observed, 

it could be argued that the algorithm’s general preference for 

feminization may stem from an inclination towards feminine 

traits, regardless of the sex of the face being evaluated. 

However, several studies have highlighted the impressive 

capability of convolutional neural networks in sex recognition 

tasks, e.g., [123-124]. 

B. Limitations / Further Studies 

There are some limitations mainly associated with the 
databases that warrant consideration. Novel research has 
revealed that beauty prediction algorithms trained using 
SCUT-FBP5500 images exhibit poor prediction accuracy 
when assessing faces from other databases [125]. There may 
be a cultural effect in our study, as the largest database 
consisted solely of Asian raters, potentially influencing 
preferences for masculinity in male faces. Research suggests 
that a preference for more masculine men is more pronounced 
in countries with higher economic and national health indices 
[103]. To prevent the model from overfitting to the 
characteristics of the SCUT-FBP5500 dataset, we included 
additional datasets with standardized frontal facial images. 

Furthermore, there is an interrelationship between 
attractiveness and emotional expression [74,126,128]. Human 
raters consistently perceive attractive faces as more appealing 
[75,126], while positive emotions are more readily recognized 
in attractive faces [126-127]. While emotion recognition 
algorithms have advanced [128], they haven’t yet integrated 
attractiveness ratings, and beauty prediction models typically 
overlook emotionality. Future research should explore 
whether algorithms replicate human biases regarding 
attractiveness and emotions, and examine their interaction 
with sexual dimorphism. 

Additionally, integrating multiple databases with varying 
rating scales for facial beauty prediction can pose challenges, 
as noted by [125]. [129] addresses the challenge of 
standardizing Likert scales, noting that the mean may shift 
depending on the scale’s point range. To address this issue, 
[129] suggests a rescaling system based on transitional 
probabilities. However, given that the scales from the selected 
datasets range from 1-5 to 1-100, we opted for a 
straightforward normalization to the 0-1 range. Nonetheless, 
using ordinal attractiveness judgments as scalar intervals 
presents a rescaling challenge. The interval properties of 
Likert scales are inherent to the data, influenced by observers’ 
mean responses rather than the labels themselves [130]. Thus, 
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we advocate for a unified rating system for attractiveness 
datasets to enhance predictive models. 

In this study, VGG-19 was trained using attractiveness 
ratings from both male and female evaluators who assessed 
photos of individuals from both the same and opposite sexes. 
From an evolutionary perspective, the sexual dimorphism 
hypothesis posits that individuals seek high-quality partners 
for reproduction. Therefore, the same-sex attractiveness 
judgments in these datasets may represent a potential 
limitation. However, as previously discussed, [107] 
demonstrated congruent attractiveness preferences among men 
and women, indicating a preference for masculinity in 
attractive male faces, whereas feminine traits were preferred 
in less attractive male faces. Additionally, earlier research, 
such as that by [131], did not find differences between same-
sex and opposite-sex attractiveness preferences. Supporting 
the preference for sexual dimorphism, [81] reported that male 
participants rated masculinized versions of male faces as more 
attractive than feminine faces. Moreover, the self-rated sex-
typicality appears to moderate this effect. For instance, 
individuals who perceive themselves as possessing more 
exaggerated sex-typical traits tend to exhibit stronger 
preferences for exaggerated sex-typical shape cues in faces of 
the same sex [132]. Further studies may explore whether 
same-sex or opposite-sex ratings could explain the observable 
effects. Therefore, researchers should consider incorporating 
this factor when developing future databases of facial 
attractiveness. 

Furthermore, sexual orientation may influence preferences 
for sex-dimorphic face shapes. Research indicates that 
homosexual men tend to have a stronger preference for 
masculinity in male faces compared to other demographic 
groups [133]. However, there is evidence suggesting that 
sexual position moderates facial masculinity preferences [134-
135]. Individuals’ self-labeling as “top” or “bottom”, as well 
as their preferences for their partner’s sexual position, are 
indicative of their preferences for masculinity. Generally, 
individuals seeking a “top” as a romantic partner prefer more 
masculine faces than those seeking “bottoms” [134-135]. 
Additionally, homosexual women exhibited stronger 
preferences for masculinity in female faces compared to 
heterosexual women [133]. Thus, sexual orientation may be a 
crucial factor to consider in subsequent models. To account 
for this, we suggest that authors incorporate sexual orientation 
when developing databases of facial attractiveness and make 
this information available to other researchers. 

V. CONCLUSION 

The results of the present study align with previous 
findings in the psychological literature, which indicate a 
preference for femininity in both sexes. Moreover, we 
supported prior findings about a preference for symmetric 
faces. However, our results reveal an interplay between sexual 
dimorphism and symmetry, as the preference for symmetric 
faces was observed only in dimorphic faces, not in the original 
versions. Furthermore, our results provide a benchmark for 
developing beauty prediction algorithms using multiple 
databases. Future research could build on these findings by 
investigating additional cues of facial attractiveness. Overall, 

our findings suggest that beauty prediction algorithms can 
implicitly learn and replicate human biases regarding facial 
attractiveness. 
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