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Abstract—Convolutional Neural Networks (CNNs) are widely
regarded as one of the most effective solutions for image classifi-
cation. However, developing high-performing systems with these
models typically requires a substantial number of labeled images,
which can be difficult to acquire. In image classification tasks,
insufficient data often leads to overfitting, a critical issue for deep
learning models like CNNs. In this study, we introduce a novel ap-
proach to addressing data scarcity by leveraging semi-supervised
classification models based on Generative Adversarial Networks
(SGAN). Our approach demonstrates significant improvements
in both efficiency and performance, as shown by variations in
the evolution of decision boundaries and overall accuracy. The
analysis of decision boundaries is crucial, as it provides insights
into the model’s ability to generalize and effectively classify
new data points. Using the MNIST dataset, we show that our
approach (SGAN) outperform CNN methods, even with fewer
labeled images. Specifically, we observe that the distance between
the images and the decision boundary in our approach is larger
than in CNN-based methods, which contributes to greater model
stability. Our approach achieves an accuracy of 84%, while the
CNN model struggles to exceed 72%.

Keywords—Decision boundary; convolutional neural network;
Generative Adversarial Networks; MNIST; classification; semi-
supervised classification

I. INTRODUCTION

Deep learning (DL), a branch of machine learning (ML), is
characterized by its significant flexibility and learning power.
It represents the world through concepts organized in nested
hierarchies, where each concept is defined in simpler terms
and more abstract representations [1]-[6].

One of the essential skills in computer vision is the accurate
classification of images. The development of image collection
equipment, combined with the widespread use of digital plat-
forms, has led to an exponential growth in the volume of digital
data, necessitating the creation of robust and advanced models
to analyze this vast influx of visual information. Deep learning
has been proposed for image classification due to its capability
to provide more detailed insights into a subject’s response to
specific visual stimuli. Recent research indicates that strategies
based on deep learning have yielded impressive results [7].

Image classification is one of the most common challenges

in computer vision. The success of a classification system
is highly dependent on the quality of the attributes derived
from an image, with the accuracy of the results improving in
proportion to the quality of these features. These attributes are
often utilized in supervised learning, where a set of features
X (usually extracted from an image) is employed to predict
a certain outcome Y. Before the widespread adoption of deep
learning in 2012, commonly used machine learning models
included support vector machines, artificial neural networks,
and random forests; these traditional methods were the primary
techniques for processing computer vision tasks [8].

Convolutional neural networks (CNNs) are now the most
popular method for image analysis and classification due to
the growing interest in deep learning. CNNs have achieved
significant results across a wide range of classification prob-
lems. Despite their tremendous potential, they continue to face
several challenges. These difficulties are largely due to the
vast scale of the networks, which may contain millions of
parameters, a lack of sufficient training datasets, overfitting
issues, and poor generalization capabilities. Additionally, a
growing concern among researchers is the need to prevent
adversarial attacks that could mislead deep neural networks
(DNNSs) [9].

To address these issues and enhance performance, re-
searchers are modifying network architectures, developing
new learning algorithms, and acquiring more data. A typical
challenge is the scarcity of high-quality data or an unequal
distribution of classes within datasets. Currently, the most
efficient DNNs are quite large and require massive amounts
of data, which can be difficult to obtain. For example, the
popular CNN architecture VGG16 has 16 layers of neurons
and 138 million parameters [10].

Generally, deep learning algorithms are considered data-
hungry, necessitating many labeled images to produce the
desired fits. This requirement may render these technologies
inaccessible for smaller projects, which often have limited
datasets. Data augmentation [11] and transfer learning [12]
are two approaches to addressing this challenge. We continue
along this path to find a relevant solution by presenting a semi-
supervised approach (SGAN) with a novel learning technique:
utilizing both labeled and unlabeled images based on Gener-
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ative Adversarial Networks. We compare our approach with
CNNs using the same dataset.

To evaluate these approaches, we focus on a crucial aspect
that plays an indispensable role in understanding deep learning:
the decision boundary. For each approach, we will examine
how the decision boundary evolves during training.Our ap-
proaches demonstrate excellent performance in image classi-
fication. A brief description of GANs, CNNs, and decision
boundaries is provided below.

The rest of the paper is organized as follows: Section
IT delineates the methodology and the proposed approach.
Section III is dedicated to the presentation of results and
their subsequent discussion. Finally, Section IV offers the
concluding remarks.

II. METHODOLOGY
A. Convolutional Neural Networks (CNN)

A convolutional neural network [13]-[16] comprises an
input layer, an output layer, and several hidden layers. Each
layer converts a set of activations into another using a dif-
ferentiable function. Generally, there are three main types of
hidden layers: convolutional layers, pooling layers, and fully
connected layers (Fig. 1).

1) Convolution layer: Convolution is performed by trans-
lating the convolution kernel through the input image matrix.
To establish a network of local connections, each neuron
in the local window is linked to a corresponding neuron in
the convolution layer. This configuration enables weights and
a global bias to be learned for each connection [31]. The
convolution operation is mathematically defined as follows:

3
Qjj = @ <b¢ + Zwik$j+k‘l> = (bi+wix) (D)

k=1

Here, a;; represents the activation or output of the j-th
neuron of the i¢-th filter in the hidden layer, ¢ denotes the
neural activation function, b; signifies the shared overall bias
of filter 4, w; = [wi1 w2 wig]T is the vector comprising

shared weights, and x; = [2; 41 asj+2]T

The output produced by this layer is known as a feature
map, which contains information concerning the input by
filtering and learning the weighted inputs. When multiple
localized features must be extracted, additional convolution

kernels are employed to create more feature maps [31].

2) Pooling layer: This layer carries subsampling to sim-
plify and summarise the attribute map. Max-pooling selects
the maximum value for each kernel, reducing the size of the
feature map and the computational cost while preserving the
essential characteristics of the images. There are many types
of pooling: Average, Max, Sum, etc.

3) Fully connected layers: Fully connected layers: After
several layers of convolution, ReLU and pooling, fully con-
nected layers link each neuron in one layer to each neuron in
the next layer [11]. This structure works in the same way as
the classical multilayer perceptron (MLP) neural network [17],
[18]. With a softmax activation function, the latter is generally
used to predict posteriori probabilities of each class.
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One common issue with CNN is that it is perceived to
be data-hungry [12]. Because of the vast number of learnable
parameters, CNNs may require a substantial amount of data
(particularly labeled images) to provide accurate predictions.
Limited training data in little applications can lead to over-
fitting. We present techniques to tackle this problem. We
will compare our results to those of the CNN model. The
architecture of our CNN model is presented in the following
sections.
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Fig. 1. CNN architecture.

B. Generative Adversarial Network (GAN)

Presented by Goodfellow et al. [19], GANs are a novel
technique that work by alternating the training of two distinct
neural networks: the discriminator D, which is responsible for
learning the characteristics of real images in order to differ-
entiate between “fake” and “real” images; and the generator
G, which creates samples from a predetermined distribution to
fool D (Fig. 2).
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Fig. 2. GAN architecture.

The generator G receives a Gaussian random variable z
as input and produces an image = as output: G(z) = x. The
discriminator and generator typically employ CNNs, renowned
for their efficiency in image identification. Throughout train-
ing, the generator and discriminator are trained in opposing
directions: D’s parameters are updated while G’s remain
unchanged, and vice versa, as outlined in algorithm 1 [20].

The discriminator’s task is to distinguish between
real images z(M),... 2™ and generated images
G(zM),...,G(2™) ) whereas the generator aims to
deceive the discriminator. Let D(xz) be the probability
that image x is real. Training the discriminator involves
minimizing the binary cross-entropy loss [Eq. (2)].
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L(D,G) = — f: log [D(x<">)] +log (1 - D(G(z("))))
. @)

The ideal discriminator D given a fixed generator G is
shown in Eq. (3).

Dope = argmin L(D, G) 3)

The ideal generator G given a fixed discriminator D is
shown in Eq. (4).

N

Gopt = argmax L(D, G) = argmax (— Z log(1 — D(G(z(n)))))
n=1

C))

In practice, the loss function for G is frequently expressed by the
subsequent Eq. (5):

N
Gop = argmax Y _ log(D(G(2"™))) (5)

n=1

Several researchers have explored developing a supervisory clas-
sification model using features from the GAN discriminator [21].
The Auxiliary-Condition GAN [22] has been the most effective
method proposed for addressing the challenge of controlling generated
images. In our approach, we demonstrate the way this model adapted
into a supervised classification model.

Algorithm 1 MM-GAN training using minibatch stochastic
gradient descent

1: for numberof training iteration do
2: for k steps do
3: - Sample a minibatch of m noise samples

{z ..., 2™} from noise prior p.(z).

4: - Sample a minibatch of m samples
{zM ..., 2™} from real data distribution p,.

5: - Update the discriminator by ascending its
stochastic gradient:

6: Vop= 3", log [D(z®) +log(1 — D(G(2")))]

7: end for

8: - Sample a minibatch of m noise samples
{2 ..., 2™} from noise prior p.(z).

9: - Update the generator by descending its stochastic
gradient:

100 Vog= " log(l — D(G(z™)))

11: end for

C. Decision Boundary

A decision boundary is a fundamental concept in machine learn-
ing that delineates the input space into distinct labels. Recent research
has focused on understanding neural networks through the lens of
decision boundaries [23]-[25]. A decision boundary is a surface that
separates data points into distinct classes. According to [25], [26],
a decision boundary is defined as a region in the space where the
output label of a classifier is ambiguous. Furthermore, [27], [28] note
that the decision boundary can take various forms (Fig. 3), such as
a hyperplane, a sphere, or a paraboloid. In higher dimensions, it can
consist of multiple nonlinear hypersurfaces.
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An intriguing and longstanding challenge in this field is identify-
ing a decision boundary that elucidates the generalization capabilities
of deep neural networks. Significant efforts are being made to
address this issue. One popular approach involves adversarial attacks,
which modify input images to influence label predictions, thereby
characterizing the decision boundary of deep neural networks. This
technique is often associated with Generative Adversarial Networks
(GANSs) [29], [30]. Several studies have leveraged this approach to
investigate the decision boundaries of deep classifiers [23], [25], [26],
[32].

Moreover, numerous works [33]-[37] have utilized decision
boundaries to gain insights into the generalization of deep neural
networks. Guan et al. [36] empirically demonstrate a negative rela-
tionship between decision boundary complexity and neural network
generalization ability. This finding is further elucidated by Lei [37],
who explains the inverse relationship between generalizability and
decision boundary variability.

Fig. 3. Decision boundary.

Formally, the decision boundary is defined by Mickisch et al. [26]
as follows:

Consider a neural network classifier f : R®™ — R€, where n
and c represent the dimensions of the input and output, respectively.
For an input image = € R" , the output f(z) is determined by a
classification decision defined as:

K(z) = argmax,_, _ fr(z) (6)

The decision boundary D € R" is defined by the formula below
Eq. (7):

. dki, ke =1,...,¢,
D= R b 2 ko, fo (@) = frole) = max () [ D)

D. Proposed Approach

Numerous works in the literature have identified the compu-
tational challenges associated with extracting useful features for
image classification, particularly when dealing with limited labeled
data. Two main approaches for training a classifier using a small
number of labeled instances alongside a much larger collection of
unlabeled data are semi-supervised learning and transfer learning.
In this section, we introduce a semi-supervised approach (SGAN)
that utilizes Generative Adversarial Networks (GANs) [38] through
decision boundary analysis. This method effectively leverages both
unlabeled and labeled data to enhance classifier training.

The traditional GAN discriminator is modified within the context
of semi-supervised learning using GANSs. This adapted discriminator
is specifically designed to produce an output equal to the number of
actual classes k [40]. An additional output is included, known as the
(k + 1)th output. This extra output is utilized to identify fraudulent
images generated by the GAN’s generator component [39]-[41]. The
(k+1)th output primarily presents additional information in the form
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of fake images, enabling the discriminator to classify them under the
(k + 1)th label.

Our proposed semi-supervised learning architecture, based on
Augustus Odena’s model [41], employs a dual-mode training tech-
nique for the discriminator. This strategy combines supervised and
unsupervised learning methods. In the first mode, the discriminator
learns to predict the class labels for real images. In the second mode,
the discriminator component of GANs is trained similarly to regular
GANSs, with the aim of distinguishing between real and generated
(fake) images. Our proposed model offers a distinct advantage by
merging unsupervised and supervised learning, facilitating effective
control over the generated images and the extraction of key attributes
for the classifier.

It is crucial to understand that the primary objective of our
approach (SGAN) is to learn the supervised classifier. The architecture
is shown in Fig. 4.

Labeled real image%ﬁ
Y

) Class 0

£ =~ class1 | Real
Supervised (classifier) « |classes
5 . . Class 9
Unlabeled real images Discriminator

Unsupervised
S ke
. Fake

Generator }7
) Unlabeled Generated

(fake) images

Random Noise seed
(latent vector)

Fig. 4. Semi-supervised approach based GAN(SGAN).

The proposed architecture is composed of three primary compo-
nents: a generator learned with a Gaussian distribution and examined
by the discriminator; a discriminator learned with unlabeled data and
influenced by a Gaussian distribution; and a supervised classifier
learned with a small set of labeled data. Notably, the weights and
architecture of the discriminator and supervised classifier are the
same.

The generator architecture is detailed in Table 1.

TABLE I. GENERATOR PARAMETERS

Layer (type) Output Shape Param #
input_1 (InputLayer) (None, 100) 0
dense_1 (Dense) (None, 12544) 1266944
leaky_re_lu (LeakyReLU) (None, 12544) 0
reshape (Reshape) (None, 7, 7, 256) 0
conv2d_transpose (None, 14, 14, 128) 295040
leaky_re_lu_1 (LeakyReLU) (None, 14, 14, 128) 0
conv2d_transpose_1 (None, 14, 14, 64) 73792
leaky_re_lu_2 (LeakyReLU) (None, 14, 14, 64) 0
conv2d_transpose_2 (None, 28, 28, 1) 577

We concentrate on the discriminator that is used for classifying
MNIST images, comparing our approach (SGAN) to a CNN model
with the same architecture as our discriminator (see Table II), using
precision, loss, and decision boundary evolution using DeepFool: A
function to calculate the distance to the decision boundary (Algorithm
2) [46]

TABLE II. DISCRIMINATOR GAN / CNN CLASSIFIER PARAMETERS

Layer (type) Output Shape Param #
input_2 (InputLayer) (None, 28, 28, 1) 0
conv2d_3 (Conv2D) (None, 14, 14, 32) 320
leaky_re_lu_3 (LeakyReLU) (None, 14, 14, 32) 0
conv2d_4 (Conv2D) (None, 7, 7, 64) 18496
leaky_re_lu_4 (LeakyReLU) (None, 7, 7, 64) 0
conv2d_5 (Conv2D) (None, 4, 4, 128) 73856
leaky_re_lu_5 (LeakyReLU) (None, 4, 4, 128) 0
flatten_1 (Flatten) (None, 2048) 0
dropout_1 (Dropout) (None, 2048) 0
dense_2 (Dense) (None, 10) 20490

Algorithm 2 DeepFool: A function to calculate the distance
to the decision boundary

Require: Image image, Model model, Number of classes

Ensure: Perturbed

A A ol >

28:

29:
30:
31:
32:
33:
34:
35:

num_classes = 10, Maximum iterations maz_iter = 50,
Small constant € = 0.02
image perturbed_image, distance
distance
Convert image to tensor format.
Initialize perturbed_image < image
Initialize w <+ 0, r_tot < 0
Get initial prediction f_image < model.predict(image)
Set label <+ arg max(f_image)
for i = 1 to max_iter do

Convert perturbed_image to tensor format and add
batch dimension.

Compute the gradient of loss:

loss + f_perturbed|[label]—max(f_perturbed|other classes))

Calculate  gradient Vlioss  with
perturbed_image.
Compute the norm of the gradient gradients_norm.
Initialize perturbation < oo, adv_label < None
for each class k in num_classes do
if k = label then
continue
end if
Compute wy, + Vioss[k] — Vioss[label]
Compute fi « f_imagelk] — f_image[label]
Calculate pert_k — ‘tmcﬁlfl%
if pert_k < perturbation then
perturbation < pert_k
W < W
adv_label < k
end if
end for
Compute the perturbation r; <
Update r_tot < r_tot + r;
Update perturbed_image — +
r_tot,0,1)
Get the new prediction
model.predict(perturbed_image)
p_label + arg max(f_perturbed)
if p_label # label then
break
end if
end for
Compute distance + ||r_tot||
return perturbed_image, distance

respect to

(perturbation4+e) X w
gradients_norm

clip(image +

f_perturbed +—

www.ijacsa.thesai.org

1151 |Page



(IJACSA) International Journal of Advanced Computer Science and Applications,

III. RESULTS AND DISCUSSION
A. Database

The Modified National Institute of Standards and Technology
(MNIST) dataset is widely considered a standard for digit recognition
systems [42]. LeCun et al. [43] introduced it in 1998. MNIST contains
70,000 grayscale images at a resolution of 28 x 28 pixels. The dataset
contains patterns drawn from two sources: NIST’s Special Database-
1 (high school student handwriting) and NIST’s Special Database-3
(U.S. Census Bureau employee handwriting).The dataset is divided
into two sets: a training set of 60,000 images and a test set of 10,000
images, which are properly separated so that no writer appears in both
sets [42], [44]. Fig. 5 shows that handwriting styles vary significantly
among writers.

o0 J 2 3 & 5 b 9 R 9
O ( =2 3 <« £ & 1 & 9
O (\ > 3 v 5 € 7 & =7
& ( X 3 Y &5 6 7 5 S
o ( 2 22 H &K & v g g
O 2 D ¥ 5 € 72 & 4
O ] 2 3 N S5 L 7 & §
O \ =2 32 ¢ §F 6 7 & 9
S | 23 NS & 7 8 A
0 I & 3 &% 5 & 7 % %

Fig. 5. A sample from MNIST dataset.

B. Classification Complexity

The t-SNE method aims to illustrate high-dimensional data by
mapping every data instance to a specific location in two- or three-
dimensional space [45]. Fig. 6 illustrates the dataset in two dimen-
sions, where we can observe that some sample classes are intermixed.

Class

LR T R I e~

Fig. 6. TSNE visualization of MNIST dataset.

C. Results

In this section, we explore two deep learning techniques, CNN
and SGAN classifiers, applied to the MNIST dataset. We specifically
focus on configurations where only 100 labeled images are used for
training, ensuring equal representation from each class. Notably, the
CNN classifier employed in our work shares the same architecture as
the SGAN model. The primary distinction lies in the training strategy:
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the CNN classifier is trained using supervised learning, whereas the
SGAN model utilizes a semi-supervised learning. Our objective is
to address the challenge of limited labeled data through the semi-
supervised methodology of the SGAN.

For the testing phase, we used a dataset of 10,000 images (test
set). We developed two classification models: an SGAN and a CNN
classifier. The results are summarized in Table III, highlighting the
accuracy and loss metrics for both models. Our experimental results
indicate that the SGAN model outperforms the CNN classifier, achiev-
ing an accuracy of 84% compared to 72% for the CNN. Additionally,
the SGAN model exhibited a lower loss of 0.54, while the CNN
model recorded a higher loss of 0.93. These findings underscore
the effectiveness of the SGAN approach compared to the traditional
CNN. To further demonstrate the superiority of our approach, we
analyzed a critical aspect of deep learning model evaluation: the
decision boundary. Our analysis involved tracking the evolution of
this boundary during training and quantifying the distance of images
from it. As shown in Fig. 7 and Fig. 8, the distance from the decision
boundary is significantly greater for the SGAN compared to the
CNN, indicating better generalization. The incorporation of unlabeled
images in training the SGAN notably enhances the performance of
the MNIST image classification model, particularly when only a small
proportion of labeled images are available.

TABLE III. ACCURACY AND L0OSS CLASSIFICATION METRICS FOR
SGAN, THE CNN CLASSIFIER, SSAE AND SVAE

CNN SGAN
Loss 0.93 0.54
Accuracy  72% 84%

1— cnn

Distance

2 4 6 8 10
Epochs

Fig. 7. Variability of the distance of CNN images to the decision boundary.

other results are presented in the appendix Section V

IV. CONCLUSION

We introduced a novel approach: SGAN applied to the MNIST
dataset. Our experimental results highlight the superior efficiency of
the SGAN models compared to the CNN model, with the SGAN
achieving an accuracy of 84%. The scarcity of labeled data poses
a significant challenge for image classification models; however, our
proposed method effectively addresses this issue. By employing semi-
supervised techniques and a novel training strategy that leverages
both labeled and unlabeled images, we observed a substantial im-
provement in image classification performance. Notably, in terms of
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Fig. 8. Variability of the distance of SGAN images to the decision boundary.
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Fig. 9. Variability of the distance of CNN and SGAN images to the decision
boundary.

decision boundary analysis, our models produced promising results
that significantly outperform those of CNNs.

V. APPENDIX

In this section, we present additional results. Fig. 9 illustrates the
variability of the decision boundary distance for both the CNN and
SGAN models. The confusion matrix, which is a table that compares
the model’s predictions with the actual results, provides insight into
the overall performance of the classification model. Fig. 10 and Fig.
11 show the confusion matrices for the CNN and SGAN models,
respectively. Finally, we present the images generated by the generator
in our SGAN approach (Fig. 12) .
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