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Abstract—The front-end feature matching module of 

traditional SLAM systems is characterized by sparse or dense 

feature points, it is difficult to generate accurate camera 

trajectory and scene reconstruction results, in response to this 

problem, the author studied a fast reconstruction algorithm for 

any path based on V-SLAM, by using improved feature matching 

algorithms to accurately match feature points, the accuracy of 

scene sparse reconstruction and camera trajectory recovery has 

been improved, the backend optimization thread adopts 

segmented optimization matching to reduce the computational 

burden of reconstruction, and the performance of the V-SLAM 

system was improved through parallel processing, the matching 

results and camera trajectory error comparison results showed 

that the improved V-SLAM algorithm can quickly recover 

camera trajectory and scene reconstruction, with the 

development of multi-sensor collaborative coupling and multi 

view fusion technology, the V-SLAM method proposed by the 

author can add virtual 3D objects to real scenes, and the V-

SLAM system can extract feature points in the screen in real-

time and detect planar objects in the scene, ensure that multiple 

virtual objects in the scene meet geometric consistency with the 

actual scene, in the experiment, two objects were added to the 

virtual scene, users can interactively scale objects and add them 

without being affected by camera movements, ensuring 

consistency between objects and the real scene. 
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I. INTRODUCTION 

The positioning and map creation of mobile robots are hot 
research topics in the field of robotics, and are also important 
links in navigation. There are already some practical solutions 
for autonomous localization of robots in known environments 
and map creation of known robot positions [1]. However, in 
many environments, robots cannot use global positioning 
systems for localization, and obtaining a map of the robot's 
working environment in advance is also difficult, or even 
impossible. At this point, the robot needs to create a map in a 
completely unknown environment with its own position 
uncertain, and simultaneously use the map for autonomous 
positioning and navigation, as well as positioning and mapping 
[2]. Assuming that the robot is moving in a completely 
unknown environment, executing control commands and 
observing the characteristics of the environment, both the 
control and observation quantities will be affected by noise 
interference, SLAM is the restoration of robot path and 
environmental feature information from a series of noisy 
variables. If the path of the robot is determined (such as GPS 
positioning), then it is a problem of building a map, where the 

position of the target in the environment is estimated using an 
independent filter; When the robot's path is unknown, the 
robot's path is related to the error of the map, so, the state 
information and map information of the robot must be 
estimated simultaneously. The SLAM problem includes four 
basic aspects: (1) How to describe the environment, the 
representation method of environmental maps; (2) How to 
obtain environmental information, robots roam the 
environment and record sensor perception data, which involves 
the problem of robot localization and environmental feature 
extraction; (3) How to represent the obtained environmental 
information and update the map based on the environmental 
information requires addressing the description and processing 
methods of uncertain information; (4) Develop stable and 
reliable SLAM methods. The SLAM algorithm has many 
important attributes that affect the uncertainty in map features 
and robot position estimation, including the convergence of 
state estimation, the data consistency of the estimation process, 
and the computational complexity of updating the state 
covariance matrix. Convergence of state estimation: As the 
number of observations increases, in order to reduce the 
uncertainty of map estimation to a limited range, the 
convergence of state estimation must be maintained. Firstly, 
the accuracy of the map is related to the position accuracy of 
the robot when the first environmental feature is observed, so it 
is necessary to ensure the convergence of the state matrix when 
the first environmental feature is observed [3-4]; Secondly, the 
update of the state covariance matrix after each measurement 
must be convergent relative to the matrix before the update [5]; 
Finally, in extreme cases, as the number of observations 
increases, the feature estimation becomes completely 
correlated. As long as these are ensured, the relationship 
between map features is completely determined. Consistency 
of data association: Data association is the key to data fusion. 
In the SLAM process, data association mainly completes two 
tasks: Detection of new environmental features and feature 
matching. If the data association is not accurate, it will lead to 
filter divergence, which has a particularly prominent impact on 
EKF based methods. In order to maintain the consistency of 
SLAM, it is necessary to update the state covariance matrix. 
The observation of the environment is relative to robots, so any 
errors in robot estimation are related to errors in map 
estimation. In the absence of information about the robot's 
position and its environmental characteristics, in order to keep 
the error of system state estimation within a limited range, it is 
necessary to maintain the consistency of state estimation. 
Therefore, it is necessary to update the covariance matrix 
between the robot states and environmental features in real-
time. The scene perception effect of traditional SLAM relies on 
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radar or laser sensors and is easily affected by acquisition 
noise, so sometimes the scene reconstruction and perception 
effect are not ideal. When the scene contains objects with too 
single or too complex features, inter frame feature matching is 
too sparse or too dense, uneven allocation, and affects scene 
perception, bringing additional computational pressure to 
backend scene optimization [6]. The author uses visual sensors 
as the main sensing device to estimate the camera position and 
the V of the environment in which it is located_ SLAM (Vision 
based SLAM) group technology, by improving the matching 
algorithm and backend optimization strategy of SLAM front-
end threads, V-SLAM has good scalability, flexibility, and can 
be applied to large-scale scene perception. The improved V-
SLAM can add virtual objects to the scene in real-time, 
providing users with an intuitive and real-time visual 
experience, expressing AR effects, and obtaining real-time 
device parameters and posture determination play an important 
role in the SLAM system. The global positioning system (GPS) 
can greatly reduce its positioning accuracy in indoor 
environments or when signals are severely obstructed; Placing 
sensors that receive signals in specific indoor environments can 
obtain rich data and greatly improve positioning accuracy, but 
it requires pre-arranged usage scenarios and does not have 
good flexibility and adaptability; Lidar systems are difficult to 
popularize due to their high cost. V-SLAM has significant 
advantages in scenario adaptability, scalability, and low cost 
[7]. V-SLAM has natural advantages in augmented reality 
positioning solutions, the improved V-SLAM proposed by the 
author can add virtual objects while constructing the three-
dimensional scene of the environment, allowing users to add 
selected objects to the perception scene. Currently, there are 
many types of SLAM algorithms, ORB- SLAM (OKVIS, 

viorbvins- SLAM)、DTAM ( dense tracking and mapping) 

and LSD-SLAM ( large scale direct monocular SLAM). ORB-
SLAM is a SLAM algorithm based on keyframe BA, using the 
PTAM (pickuptruck access method) system framework. ORB 
SLAM uses ORB feature points for matching to improve the 
accuracy of bundle adjustment. DTAMLo and LSD-SLAM7 
solve for motion by directly comparing pixel colors between 
images, these two local pixel based SLAMs have good 
reconstruction performance in noisy environments. They can 
restore 3D scenes in real-time, but LSD SLAM can only 
restore depth maps of semi dense scenes; Due to the need for 
DTAM to process the depth information of each pixel to 
establish a dense map, the computational complexity is high 
and the scene perception efficiency is low. By constructing a 
feature transformation network, which is composed of multiple 
similar affine transformation, the author matches feature points 
to improve the matching accuracy and efficiency, thus reducing 
the calculation time of front-end threads [8-9]. Fig. 1 is the 
flow chart of the overall visual SLAM. 

 
Fig. 1. Overall visual SLAM flowchart. 

II. METHODS 

The V-SLAM system mainly includes front-end and back-
end threads, among which the front-end threads mainly pass 
through visual sensors such as cameras, input the acquired data 
into the SLAM system for initialization, put the SLAM system 
into tracking state, and output real-time camera pose and scene 
point cloud; The backend thread mainly optimizes the thread, 
and there may be pose deviation or scale drift during camera 
motion or scene switching, resulting in error accumulation, 
when the error accumulates to a certain extent, it will cause the 
algorithm module to stop working, the backend thread uses 
scene loop detection to correct the drift phenomenon that 
occurs during the camera movement process, the author uses 
local or global optimization to reduce the error accumulation of 
SLAM system [10]. 

A. Front End Thread Design for V-SLAM 

The SLAM system initializes the system by detecting a 
certain number of feature points and enters camera tracking 
mode, the tracking stage mainly includes motion between 
images and scenes, image feature extraction, feature matching, 
and reconstruction from 2D images to 3D scenes. Visual 
sensors are used in unknown environments, perceiving the 
surrounding environment by capturing continuous 
environmental images, while constructing a scene using a 
three-dimensional sparse point cloud, with the world 
coordinate system feature point X; Projection to the image 
coordinate system, which includes the transformation from the 
world coordinate system to the camera coordinate system and 
the transformation from the camera coordinate system to the 
imaging coordinate system. In the world coordinate system, the 
feature points Xn of the environment [11-12]. The motion 
parameter during the shooting process in three-dimensional 

coordinates 
 Tnnn zyx ,,

 can be expressed as 

ni CCC ,...,,...,1 , each camera motion parameter contains 3x3 
camera rotation matrix Rn and position offset pn. Convert the 
feature point Xn in the world coordinate system to the camera's 
local coordinate system as shown in Eq. (1): 
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The camera projects the 3D point 
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 in the 

camera coordinate system to the image point 
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 in the 2D 
coordinate system through perspective changes:  

T

y

cn

cny

x

cn

cnx c
z

yF
c

z

xF

y

x

















,



Among them, yx cc ,
represent the position of the lens 

optical center in the image, yx FF ,
 represents the focal length 
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of the image along the x and y axes, and (x, y) represents the 
pixel position. 

The environmental structure feature points in the world 
coordinate system are projected onto the image coordinate 
system, and each frame of the image input to the camera sensor 
is used for feature extraction and feature point matching 
between adjacent frames, feature point extraction and matching 
provide the data required for SLAM algorithm processing, 
which is related to the quality of camera path reconstruction 
and the accuracy of scene perception. High precision feature 
point matching algorithms are beneficial for reducing error 
accumulation during camera motion [13]. 

In order to generate accurate camera paths and high-quality 
scene perception, the V-SLAM system requires continuous 
feature point matching between hundreds or even thousands of 
frames of images. The feature matching algorithm proposed by 
the author ensures global optimization and has a certain degree 
of robustness through efficient region matching; At the same 
time, it also has good matching performance in scenes with 
fewer feature points or scenes where the captured image is 
blurry due to strong shaking of the lens [14-15]. 

The camera obtains consecutive frames ni III ,...,...,
1
，

, 
using the image of the region where a feature point is located in 

frame Ii as a template, adjacent frame image 1iI
 represents 

the image to be matched, and 
 iIW

 represents the total 
change in the i-th frame image: 
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Among them, the maximum difference between pixel point 
m and its adjacent eight pixels N (m) is taken as the variation 
of m. Traditional image matching algorithms first extract 
feature points from two consecutive frames of images, 
calculate the distance between feature points, and use threshold 
feature points as matching feature points between the detected 
image frames. The matching algorithm proposed by the author 
considers that the continuous frame images taken by the 
camera have little change, and a feature point image in the 

image frame Ii is mapped to the next frame image 1iI
 through 

a certain affine transformation [16]. 

B. VSLAM Backend Thread Optimization 

In the V-SLAM system, bundle adjustment is the core task 
of backend optimization. In order to reduce the cumulative 
error of the SLAM system, the backend threads of the SLAM 
system include local bundle adjustment (LBA) and global 
bundle adjustment (GBA) 24. LBA mainly optimizes the local 
scenes and camera keyframes generated during the process, 
while GBA optimizes all image frames and landmark pose 
features. The author proposes an improved LBA and 
segmented GBA optimization strategy. Once a new keyframe 
is added in the scene, LBA optimization is triggered, the 

feature points and camera trajectories of the current keyframe 
and previous frames within a certain time range are processed 
using improved segmented GBA [17-18]. 

In traditional SLAM systems, the key frame count for LBA 
optimization is 70-85, with a maximum of 100 frames, there is 
a significant consumption of redundant storage in system 
computing and storage. When the V-SLAM system processes 
captured video clips, when the visible two-dimensional feature 
points in a certain image frame meet the set values, they are 
labeled and added to the keyframe set. In local scenes, LBA 
optimizes the visible feature points in these keyframes. The 
traditional LBA optimization method involves the appearance 
of optimized 3D feature points in newly added keyframes, 
resulting in repeated optimization of visible feature points and 
keyframes in the scene, resulting in a large amount of 
redundant computation and memory consumption, greatly 
reducing the efficiency of SLAM backend processing threads. 
In the process of generating local environment, when high-
precision local scene landmarks are detected, the author defines 
them as fixed landmarks, which can be used as reference 
landmarks to make other keyframes or scenes reference their 
positions to estimate coordinates. The same visible feature 
point does not need to be optimized multiple times, as the 
accumulation of system errors reduces the accuracy of camera 
trajectory and landmark coordinates. The backend system 
records the number of optimizations for visible feature points 
in each keyframe, when the point has been optimized 10 times, 
it is marked as a reference landmark, and LBA will no longer 
optimize the landmark and can estimate the camera pose of the 
current frame using this point. If there are visible reference 
landmarks in the newly added keyframes, LBA will no longer 
optimize them, thereby reducing the number of visible points 
for local optimization. For large scenes with many keyframes, 
when the keyframes exceed 120, the average keyframes in 
local LBA optimization range from 50 to 65, reducing the 
computational burden of the system and improving the 
efficiency and accuracy of local BA optimization. 

In the backend optimization of V-SLAM system, GBA 
optimizes all global keyframes and visible feature points, 
resulting in high computational complexity and memory 
consumption, the number of optimizations far exceeds that of 
LBA. For the accumulation of errors in GBA optimization, the 
author proposes a segmented optimization to gradually 
eliminate error accumulation, each continuous frame calculates 
a set of motion variables, the relative error of continuous image 
frames is relatively small, and only needs to be calculated at 
the connection between segments, compared with traditional 
GBA optimization, the performance is improved to a certain 
extent, and the processing efficiency is improved to a certain 
extent. The relative pose of each consecutive keyframe remains 
unchanged during optimization, only visible landmarks 
between segments are optimized, experimental data shows that 
the improved backend optimization strategy has good real-time 
performance and high efficiency in processing camera 
trajectory optimization in large scenes. At the same time, in 
augmented reality applications, the system detects that a plane 
in a real-time scene is considered a homography plane that can 
add objects, manually adding a 3D model to the scene can 
provide users with a more intuitive visual experience [19]. 
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III. EXPERIMENTAL RESULTS 

The author proposes a fast scene reconstruction algorithm 
based on improved V-SLAM, which includes parallel front-end 
and back-end threads, and is deployed and implemented on a 
personal PC, the hardware configuration is 
IntelCorei584002.8GHz CPU, 8GB memory, 
NVIDIAGTX1050Ti graphics card, OS is ubuntu16.04, and 
input video image resolution is 640x480. In the V-SLAM 
system, the front-end tracking thread projects real-world 3D 
points onto the 2D points of the current frame to solve the 
camera pose transformation, it is necessary to determine the 
position or offset of a feature point in the next frame. The 
author proposes a region matching algorithm for inter frame 
feature point matching to minimize errors and reduce 
computational pressure on backend optimization threads. 
Select an area with many or dense feature points, perform 
template affine transformation through the transformation 
network to match the next frame, select ROI in the region of 
interest in the image, and input ROI into the transformation 
network through certain amplification or reduction of ROI, the 
transformation network performs affine transformation on ROI 
until a transformation maximally matches a region of the next 
frame image, so that the feature points in the region can be 
matched. Good performance can also be achieved in cases of 
camera shake and rapid rotation, and the use of transform 
networks reduces the burden on the SLAM system and 
improves its real-time performance. 

The algorithm proposed by the author was tested in offices 
and large indoor scenes, during the experimental shooting, the 
camera experienced some shaking and rapid movement, the 
algorithm combined RGB images and depth images for real-
time processing to reconstruct a sparse 3D point cloud of the 
scene, the sparse reconstructed 3D point cloud was displayed 
in blue, the newly added 3D point cloud at the current frame in 
the scene is displayed in red, and the yellow trajectory 
represents the reconstructed camera motion trajectory. V-
SLAM performs sparse reconstruction on two types of indoor 
environments, and the shooting data of the two scenes are 
shown in Table I. The SLAM method proposed by the author 
has good reconstruction results for large factory buildings, with 
the yellow trajectory being the camera shooting path trajectory. 

TABLE I.  SCENE INFORMATION OF OFFICES AND LARGE FACTORIES 

Scenario Type Track length/m Time 1 second 

Average 

Movement 

Speed/(m/s) 

Office Scenarios 21.460 88.0 0.250 

Large factory 

buildings 
40.051 173.2 0.240 

In terms of backend optimization, the main focus is on 
optimizing camera trajectories, including camera loop 
detection, local or global BA optimization, and scene map 
expansion. The author adopts a segmented optimization 
approach, marking feature points with optimized values 
reaching a certain threshold as reference landmarks without 
further processing, reducing the computational complexity of 
the system and improving real-time data processing 
capabilities. In the experiment, the camera trajectory was saved 
to a CameraTrajectory file and compared with the actual 

trajectory on the ground, absolute trajectory error (ATE) was 
used for comparison, and ATE was used to compare the SLAM 
system based on keyframes, as shown in Table II. 

TABLE II.  PATH ABSOLUTE ERROR ANALYSIS 

Scenario 

Type 

 

ATE /m 

ORB-

SLAM 
PTAM ISD-SLAM Ours 

Office 

Scenarios 
0.100 0.745 0.874 0.096 

Large factory 

buildings 
0.121 0.727 0.895 0.104 

Preprocessing was performed on each frame of the image, 
and a timestamp was used to compare the estimated camera 
pose with the actual camera pose, as shown in Fig. 2, compare 
the results of the error between the real trajectory and the 
optimized camera trajectory in the office small scene 
environment, by calculating the difference between camera 
poses in each segment, the absolute translation error is 
0.09623. When estimating errors in large factory buildings, the 
backend optimization thread of the system performs well, as 
shown in Fig. 3, the actual trajectory and camera trajectory 
only deviate to a certain extent in local areas, while the other 
parts almost overlap. The absolute translation error in larger 
scenes is 0.10448. Root mean square error (RMSE) is also used 
to evaluate backend thread optimization performance, as 
shown in Table III. By comparing the performance parameters 
of various SLAM systems in the same scenario, the algorithm 
proposed by the author can more accurately process deep data 
and meet the real-time requirements of V-SLAM systems. 

TABLE III.  COMPARISON OF ROOT MEAN SQUARE ERROR OF ABSOLUTE 

PATH FOR KEY FRAMES OF DIFFERENT ALGORITHMS 

Scenario 

Type 

RMSE /m 

ORB-

SLAM 
PTAM ISD-SLAM Ours 

Office 

Scenarios 
0.034 - 0.385 0.030 

Large factory 

buildings 
0.381 0.332 0.356 0.327 
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Fig. 2. Comparison of camera errors in office environments. 
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Fig. 3. Error comparison of camera trajectories in large factory environment. 

The V-SLAM method proposed by the author can add 
virtual 3D objects to real scenes. The V-SLAM system can 
extract feature points from the screen in real-time and detect 
scene plane objects, ensuring that multiple virtual objects in the 
scene meet geometric consistency with the actual scene. In the 
experiment, two objects were added to the virtual scene, users 
can interactively scale objects and add them without being 
affected by camera movements, ensuring consistency between 
objects and the real scene [20]. 

IV. CONCLUSION 

SLAM technology has been a research and application 
hotspot in recent years, applied in fields such as scene 
reconstruction, perception, digital city construction, VR/AR 
applications, drone driving, robotics, etc. SLAM includes 
LSDSLAM, ORBSLAM, Mono SLAM, etc. Simultaneous 
Location and Map Building (SLAM) plays an important role in 
the fields of computer vision and robotics, and also provides 
basic technical support for VR/AR applications. When facing 
scenes with relatively single or complex features, the front-end 
feature matching module of traditional SLAM systems is 
difficult to generate accurate camera trajectory and scene 
reconstruction results due to the sparsity or density of feature 
points. The author proposes an improved algorithm for 
arbitrary path scene reconstruction based on visual SLAM, the 
front-end thread uses Hessian matrix to extract and match the 
image features, and applies affine transformation to the region 
of interest to identify the feature points of adjacent frames to 
improve the matching efficiency, thereby reducing the original 
error of camera track and scene reconstruction; The backend 
optimization thread reduces the number of marker points to 
optimize the number of feature points, and uses local and 
global BA (bundle adjustment) methods to segment and 
optimize the camera motion trajectory, reducing system errors 
and improving the efficiency of camera trajectory optimization. 
The proposed method can add 3D objects in real-time to the 
scene. The experimental results show that the improved visual 
SLAM algorithm has better real-time performance than 
traditional SLAM algorithms. 
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